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Abstract. Patients, relatives, doctors, and healthcare providers anticipate the 

evidence-based length of stay (LOS) prediction in neurosurgery. This study aimed 

to assess the quality of LOS prediction with the GPT3 language model upon the 

narrative medical records in neurosurgery comparing to doctors' and patients' 

expectations. We found no significant difference (p = 0.109) between doctors', 

patients', and model’s predictions with neurosurgeons tending to be more accurate 

in prognosis. The modern neural network language models demonstrate feasibility 

in LOS prediction. 
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1. Introduction 

Patients and relatives anticipate the evidence-based risk assessment and length of stay 

(LOS) prediction in high-tech surgery [1,2]. LOS prognosis can also be utilized in 

clinical resource management. This paper continues a series of our publications on LOS 

predicting in neurosurgery based on unstructured textual data [5,6]. The current study 

aimed to assess the quality of LOS prediction with the GPT3 language model upon the 

narrative medical records in neurosurgery comparing to doctors' and patients' 

expectations. 

2. Methods 

Our study consisted of two components: 1) training a neural network language model to 

predict LOS based on unstructured text data collected retrospectively from electronic 

health records (EHR); 2) comparing the model predictions with the expectations of 
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neurosurgeons and patients on admission (before surgery) collected in prospective 

research. 

The narrative textual data from the EHR of N.N. Burdenko National Medical 

Research Center of Neurosurgery was obtained for the period from 2000 to 2017 to shape 

the training corpus. The texts were extracted from the following source documents 

created upon patient admission: initial diagnosis, complaints, life history, history of 

present illness, somatic status, mental status, neurological examination, comorbidity, 

allergies, primary nursing examination, complications. Additionally, we added the 

narrative operative reports (for surgery commonly performed 1-2 days after admission) 

to the training set of texts. The omissions in all text records were replaced with blank 

lines. The texts from all document sources were concatenated through the ".\n" symbol 

into one field for each treatment case that served as the model's input. We replaced all 

contiguous zero-width spaces with an empty string, line-breaking spaces with a single 

newline, non-breaking spaces with a single space, then stripped any leading/trailing 

whitespace. Texts were converted to lower case. The target variable we used for machine 

learning was ln(1 + LOS), where LOS was the total number of days a patient stayed at 

the hospital since admission. 

The underlying model (Generative Pre-trained Transformer 3 trained with large 

(600+ GB) corpus in the Russian language – ruGPT3) and tokenizer we utilized can be 

found here [3]. It was chosen as the promising state-of-the-art technology in Russian 

language modeling. The model vocabulary size was equal to 50 257 tokens. The length 

of the input text was limited to 2048 tokens. This, in turn, was also the maximum context 

length. The dimension of a token's vector representation was 768. To obtain the final 

vector representation of the token, the corresponding vectors were extracted from all 12 

encoder layers and concatenated into one vector. To get a vector representation of the 

entire sentence, the final vector representations of its tokens were averaged into one 

vector dimensioned 768x12, which served the input to the fully connected layer (FCL) 

preceded by a dropout with a probability of 0.3. 

The model fine-tuning was performed in two stages: 1) the top layer (FC) was 

trained during two epochs, the rest of the weights were "frozen"; 2) the whole model was 

trained during 20 epochs. The neural network training parameters were as follows: 

batch_size_top = 256 (training the top layer), learning_rate_top = 1e-5, batch_size_all = 

16 (training the whole model), learning_rate_all = 1e-5, loss function: L1LOSS 

(https://pytorch.org/docs/stable/generated/torch.nn.L1Loss.html), optimizer: Adam 

(https://pytorch.org/docs/master/generated/torch.optim.Adam.html). The 25% random 

cases from 90 685 were used to evaluate prediction quality when fine-tuning the model. 

The inverse of the logarithm operation was applied to the model predictions to get the 

prognosis in days. 

In a prospective study (carried out in the first half of May 2021), patients admitted 

to the N.N. Burdenko Neurosurgery Center and their treating neurosurgeons were asked 

to predict the total length of inpatient stay. Simultaneously, we registered neural model 

predictions. 

Mean Absolute Error (MAE) in days was primarily used to measure the quality of 

model prediction and the correctness of doctors’ and patients’ expectations in a 

prospective study. Additionally, we calculated median absolute error (AE) and AE 

interquartile range (IQR) to better characterize AE distributions from different types of 

responders.  We tested the difference in AE of prediction with the Kruskal-Wallis test. 

Spearman correlation coefficient was used to estimate the correlation between patients’, 
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doctors’, and model’s predictions. A p-value < 0.05 was considered statistically 

significant. 

3. Results 

A total of 90 688 cases of neurosurgical treatment were identified retrospectively to 

provide unstructured medical texts for model training. A total of 111 patients with data 

collected prospectively were enrolled in the testing study. The study patients (adults with 

average age 52.8 ± 15.0 years; males / females = 49 / 62) underwent surgery for brain 

tumors (n = 78), vascular pathology (n = 12), hydrocephalus (n = 5) and other (n = 16). 

The length of the preoperative period in 86 (77.5%) of patients in the testing sample did 

not exceed 2 days (median = 1). The average LOS for the studied group was 7.5 days 

(median – 7 [6;9] days). The maximum reached 21 days in a complicated case. The LOS 

prognosis MAE and median AE with IQR obtained from doctors, patients, and the model 

are presented in Table 1. There was no statistically significant difference in the AE of 

prediction between the three types of responders (p = 0.109). However, doctors’ 

prognoses tended to be more accurate. 

Table 1. MAE – mean absolute error, AE – absolute error, IQR - interquartile range 

Responders MAE Median AE [IQR] 
Neurosurgeons 1.88 1.00 [1.00, 3.00] 

Patients 2.37 2.00 [1.00, 3.00] 

Prognostic model 2.37 2.00 [1.00, 3.00] 

 

We observed a weak and statistically significant correlation between doctors’ and 

patients’ expectations (rho = 0.30, p = 0.002), patients’ and model’s prognosis (rho =  

0.31, p = 0.001) and doctors’ and model’s prediction (rho = 0.29, p = 0.002). A boxplot 

of AE distributions for each type of responders with the estimation of statistically 

significant differences is shown in Figure 1. 

 

Figure 1. The distribution of prediction AE from three types of responders (the model, neurosurgeons and 

patients). NS. - non-significant. 
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4. Discussion 

The length of stay is an important metric for healthcare providers and patients, and its 

prediction is sought to be automatized [4]. This study focused on utilizing narrative 

clinical text data, which seems informative and underlooked. We admit that our model 

had an advantage over the doctors and patients since it benefitted from the operative 

reports. Thus, the model, in fact, gave a prognosis a little later. However, given that 

surgery was performed 1-2 days after admission in most cases, the model’s prognosis 

can still be considered timely. We also found that the neurosurgeons tend to predict LOS 

better than the patient or model. Nevertheless, the quality of the ruGPT3 model's 

prediction demonstrated in our research (even accounting for some unfairness of the 

comparison to humans) justifies considering such solutions as potentially applicable in 

automating LOS prediction. The testing sample size and its possible heterogeneity might 

be the limitations of the current study. 

5. Conclusion 

We found the medical texts sufficiently informative to solve complex tasks with modern 

neural network language models. The approach we justify should be considered in 

addition to predictive modeling based on structured feature space.  
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