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Abstract. There is a growing trend in building deep learning patient representations 
from health records to obtain a comprehensive view of a patient’s data for machine 

learning tasks. This paper proposes a reproducible approach to generate patient 

pathways from health records and to transform them into a machine-processable 
image-like structure useful for deep learning tasks. Based on this approach, we 

generated over a million pathways from FAIR synthetic health records and used 

them to train a convolutional neural network. Our initial experiments show the 
accuracy of the CNN on a prediction task is comparable or better than other 

autoencoders trained on the same data, while requiring significantly less 

computational resources for training. We also assess the impact of the size of the 
training dataset on autoencoders performances. The source code for generating 

pathways from health records is provided as open source.  
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1. Introduction 

Despite the promising results of deep learning techniques for performing analytics tasks, 

several open challenges remain in dealing with the heterogeneous data from Electronic 

Health Records (EHRs) and the lack of model intelligibility and interpretability required 

for real-world applications [1],[2],[3]. Data representation and encoding plays a key role 

in training successful models for prediction tasks and explainability; additionally, 

compact representations have been used to address challenges such as sparseness of EHR 

data [4]. Multi-source EHR data has been modelled as patient trajectories through time 

[5] or by representing EHR information as a 2D matrix [6] of appointments and 

diagnoses codes where convolutional neural networks (CNNs) were used for risk 

prediction [7]. The most common type of representation is a sequential ordering of a 

patient's data used as input to a Recurrent Neural Network (RNN) for application areas 

such as, for example, prediction or phenotyping [8]. 

This paper proposes a pathway representation that maps patient's health records 

into different classes over time, to form a machine-processable image-like structure for 

further analyses and deep learning tasks. A Patient Pathway Extractor application was 

developed and used to transform EHR data into the new representations (described in 

section 2.2). The application is shared in an open-source git repository. The pathways 

generated using the proposed representations were then validated using three mainstream 
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deep learning algorithms, described in section 2.3, and the preliminary results using 

synthetic data are included in section 3. 

2. Methods 

2.1. Pathway Representation 

We propose an encoding of pathway data with an accompanying open-source application 

called Patient Pathway Extractor2. We use a set of predefined classes to classify data and 

pathway events; we build a structured representation that shows the discretized values of 

the data along a time dimension. We use Synthea [7], a FAIR dataset generator, to 

produce the CSV input for the Patient Pathway Extractor. More precisely, we classify 

data generated by Synthea along the following classes: demographics (patient details), 

observations (results of clinical exams and vitals), conditions (diagnoses and care plans), 

medications, procedures and outcomes (readmission, death, survival at a point in time). 

Data may consist of isolated events happening at a specific point in time, of events 

having a duration. Events can be visualized along a timeline: isolated events can be 

shown as dots, while events having a duration can be shown as horizontal bars. When 

multiple events happen at the same time, or when an event include a set of data values, 

the timeline visualization can display these using an overlay information box. 

Humans can easily understand the timeline visualization of a pathway, but such a 

representation is not helpful when trying to analyse data using machine learning or deep 

learning algorithms. For this reason we propose a novel image-like representation of the 

pathway data. We build such image-like representation using a three steps process: (1) 

representing the discretized data points in a 3-dimensional grid, (2) projecting into a bi-

dimensional grid, and (3) numerical encoding. 

Firstly, we map the discretized values of the data in a 3-dimensional grid. The 

dimensions of the grid represent respectively the order of the events (time), the different 

classes (demographics, observations, conditions, medications, procedures and 

outcomes), and co-occurrence of events (values of a given class having the same 

timestamp). Figure 1 shows (on the left) the 3-dimensional grid representation of the 

pathway timeline. Note that we do not encode timestamps along the time dimension, but 

only retain the order of events (recording timestamps is possible with a simple extension 

of the proposed representation). We use a configurable set of rules that discretize values 

into custom bins. We use spreadsheet (easily interpretable by practitioners) to define the 

rules, and parse them into executable formats using the Drools3 rule engine. Our current 

sets of 246 rules cover demographics, medications, observations (based on patient age 

and gender, the LOINC code and its units), as well as outcomes. For example, a rule that 

takes as input a body mass index (BMI) observation (LOINC code 39156-5) and when 

its value is in the range [18.5, 25 kg/m2], it maps it to the bin value “normal BMI”. 

Subsequently, we project the 3-dimensional grid into a bi-dimensional grid: the 

horizontal axis denote the order of events, while the vertical axis denote the various 

classes of our representation. The projection places values having the same timestamp 

(co-occurring) one after the other along the horizontal axis. The order of events is 
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preserved along the x-axis. The pathway representation does not impose any restriction 

on the order of the classes on the y-axis and downstream applications may use different 

ordering. In practice, we consider every bi-dimensional corresponding to a value along 

the time dimension, we rotate each slice along the class dimension, and finally 

concatenate them as illustrated in Figure 1. 

As a final step, we use a numeric space to encode the values of the bi-dimensional 

grid in a numeric space. The encoding space is  but can also be  depending on the 

downstream analysis task; for some applications we may encode values in the RGB 

space, which translates our representation into an image. This encoding step of the 

process produces a numeric representation of the pathway, which, while retaining 

meaningful dimensions, is also easy to use as input for machine learning and deep 

learning tasks. 

 
Figure 1. Transformation of patient pathway data from the 3-dimensional grid to the final bi-dimensional 

grid representation.  

2.2. Synthetic EHR Data and Pathways Generation 

We tested our approach using synthetic data generated by Synthea [9]. The generator 

creates realistic patient data with the help of a rule-based backend that determines the 

course of a condition. As with real-world EHR data, patients may have multiple 

concurrent conditions, which,  over the course of their life, may interact or influence each 

other. Using Synthea, we generated a population of 500,000 patients, from which we 

extracted 1,073,105 pathways considering only a set of ten conditions including common 

chronic (e.g. diabetes) and acute (e.g. appendicitis, fractures) conditions. 

2.3. Deep Learning Frameworks used to test the Pathway Representation 

We used our pathways representation to create three pathway encodings using three types 

of autoencoders: Multilayer perceptron (MLP) autoencoder (Denoising Autoencoder), 

Sequence-to-Sequence (RNN) autoencoder, and CNN autoencoder.  

An analysis of the pathways in our dataset has revealed that the maximum pathway 

length was 5128 data points on the x-axis; however, around 98% of the pathways fitted 

into a 6*400 grid (6 classes by 400 points on the x-axis). Pathways with a length of less 

than 400 were padded with zeros and only pathways not exceeding this size were used 

for training and testing with an 80/20% split. All autoencoders were designed to generate 

pathway encodings of the same length and their architectures are described in Figure 2. 

� The MLP autoencoder consists of 3 layers for both encoder and decoder and a vector 

(bag) of pathway events was used as an input. Temporal dimension is not supported. 
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� The RNN autoencoder was built using GRU cells. The pathway grid was sliced 

vertically (time axis) and all events in that slice were concatenated providing a 

sequence of input vectors. 

� The CNN autoencoder directly supports the pathways as input. It has an encoder with 

three convolutional layers followed by a fully connected layer to produce the pathway 

encoding. The decoder has the same architecture but in the reverse order.  

We evaluated the performance of the three autoencoders using the following prediction 

task: given an input pathway, we remove from its representation the data identifying the 

medical condition that originated the patient pathway, and we use the trained autoencoder 

to predict such condition. 

 
Figure 2. The three architectures used for compact representation of pathways. 

3. Results and Discussion 

In our experiments, the Pathway Extractor generated 1,073,105 pathways from a large 

EHR dataset. The flexible way in which pathways and conditions are represented allows 

for new classes to be added or existing ones to be dropped. Similarly, the codes and 

values may be adapted by modifying the discretization rules. Our approach is not limited 

to Synthea and may be applied to other EHR datasets. 

In our prediction task, RNN gave the best accuracy (94.0%) followed by CNN 

(88.1%) and MLP (62.8%). We then tested the models performance using different 

training datasets to understand the impact on their accuracy. Figure 3 shows the overall 

accuracies for the three autoencoders when trained on the pathway data extracted from 

synthetic populations (generated with Synthea) of decreasing size (from 500,000 to 500 

people). CNN and RNN, as expected, outperformed MLP, and larger training sets 

increase prediction accuracies. We note that for RNN and CNN there is a significant 

increase in accuracy with training sets computed with a population larger than 10,000. 

Overall CNN achieves good accuracy while requiring considerably less computational 

resources for training compared to RNN: 37.5% less memory, and over  98% less time 

(see Figure 3). Additionally, CNN and our pathway image-like representation may help 

in explaining predictions by using existing techniques such as attention to highlight 

important events in the input pathway grid [5]. 
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Figure 3. Accuracies and computational resources of the three autoencoders. 

4. Conclusions 

This paper describes an approach to represent patient pathways and provides an 

accompanying open-source application that transforms health records into a machine-

processable representation for deep learning tasks. We have evaluated this approach 

using data generated by Synthea, and observed that  in a prediction task a CNN 

performed almost as well as an RNN, while being significantly less expensive to train in 

terms of computational resources and training time, and enabling further work on 

predictions explainability. Our results also give insight on how much data may be 

required for model training. Further work includes expanding the pathway representation 

with additional classes and data beyond EHRs. 
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