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Abstract. Advances in voice recognition, natural language processing, and artificial 

intelligence have led to the increasing availability and use of conversational agents 

(chatbots) in different settings. Chatbots are systems that mimic human dialogue 
interaction through text or voice. This paper describes a series of design 

considerations for integrating chatbots interfaces with health services. The present 

paper is part of ongoing work that explores the overall implementation of chatbots 
in the healthcare context. The findings have been created using a research through 

design process, combining (1) literature survey of existing body of knowledge on 

designing chatbots, (2) analysis on state-of-the-practice in using chatbots as service 
interfaces, and (3) generative process of designing a chatbot interface for depression 

screening. In this paper we describe considerations that would be useful for the 

design of a chatbot for a healthcare context. 
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1. Introduction 

Conversational agents (chatbots) like Apple’s Siri or Amazon’s Alexa, are systems that 

mimic human dialogue interaction through the use of text or voice-based means [1]. 

Current trends foreshadow rapid adoption of conversational agents and some have even 

postulated that in the future, chatbots could be a solution in advanced medical scenarios 

like reducing overcrowding in hospitals [2] and offering mental health services [3]. 

However there is little literature that specifically targets the design of the interactions 

and behaviors that compose the human experience around AI models [4]. 

The World Health Organization points to depression as the leading cause of 

disability worldwide, with over 300 million people affected [5]. However, despite its 

prevalence, depression is underrecognized and underdiagnosed in many patient groups 

like breast cancer [6] or multiple sclerosis [7], leaving them untreated [8]. Chatbots have 

a strong potential for healthcare since they, unlike other software programs, can engage 

directly with people in a more natural way, and there is even evidence to suggest that 

people respond to them psychologically as though they are human beings [3]. A recent 

systematic review [1] found that chatbots are tentatively being used to provide 

counseling on birth control, medication adherence, exercise promotion and the search for 

suitable clinical trials. 
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Currently, no guidelines or best practices are currently available that would help the 

design of chatbots for healthcare scenarios. This paper attempts to shed some light on 

key concepts that potential healthcare chatbot designers and researchers could benefit 

from knowing. 

2. Methods 

We followed a generative Research through design (RtD) process [9], where we 

implemented a chatbot interface for depression screening. The chatbot was designed to 

be used as part of a larger multiple sclerosis self-management solution. RtD is a process 

where knowledge is created through the exploration of issues that rise from the interplay 

of the design observations and experiences, and existing body of knowledge. The 

approach has already been used for designing digital health solutions [10]. 

As a design artifact of our RtD process, we created a chatbot that would be helpful 

in the screening for depression symptoms based on the Patient Health Questionnaire 

(PHQ9) [11]. The PHQ-9 is the depression module, which scores each of the nine DSM- 

IV criteria for depression as “0” (not at all) to “3” (nearly every day). It has been validated 

for use in primary care. 

The chatbot, codenamed IGOR, would guide the user through the PHQ9 questions 

and calculate the severity of depression following the PHQ9 scoring. The results were 

sent to a designated professional for final assessment and not displayed to the user. IGOR 

chatbot was developed using DialogFlow platform with custom-developed backend 

application (NodeJS and Firebase). Application usability was tested with 10 willing 

participants who were staff members of the University of Oulu following inspection 

methods and Nielsen’s usability heuristics [12] and user tasks. 

The observations and experiences from the design process were combined with the 

findings of the literature and state-of-the-art review through a qualitative hermeneutic 

data analysis process. The researchers involved in the analysis process were experts in 

healthcare, service design and software development. 

3. Results 

We categorized our findings into four broad categories, which highlight design 

considerations relevant to developing chatbot interfaces in the healthcare context. 

3.1.  Ethical Implications 

Due to the sensitive nature of the healthcare context, it is imperative that steps be taken 

to explore potential uses of the system to minimize the risks that they are used in a non- 

ethical manner. There is always a risk that a chatbot interface is not 100% reliable. It 

might misinterpret the human input, or it might get input it is not able to correctly process. 

Users of health chatbots are not likely to know what the full, detailed capabilities of the 

conversational agent are, either concerning their medical expertise or the aspects of 

natural language dialogue it can handle. In our case, labeling our chatbot a tool for 

depression screening did not prevent users from going “off-topic” into areas the 

conversational agent has no expertise in, like medical emergencies. Regardless of 
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domain, users can also easily exceed any conversational assistant’s natural language 

processing capabilities, leading to potentially harmful actions [4]. The primary concern 

should always be the users’ safety. 

3.2.  Personality 

We often attribute human characteristics to machines and tend to interact with them 

similarly as we would with real people [13]. It is then unsurprising that we expect 

chatbots not only to engage in human-like dialogue but have a human-like attribute and 

personality traits. Designing a healthcare chatbot requires that we also consider what 

kind and how much of a personality it will have. Selecting the proper personality and 

tone can make or break the user experience. 

In audio interfaces, the user experience might be affected by design parameters such 

as perceived gender of the chatbot voice [14]. The design team needs to consider how the 

target group perceives different personality characteristics of the chatbot. An interesting 

aspect to consider are the gender stereotypes [15] affecting user experience, and whether 

the designer wants to reinforce existing stereotypes, or aim for more neutral choices. 

3.3.  Conversational Flow 

Designing a successful conversational assistant requires first and foremost creating a 

well-thought conversational flow diagram. Typically, interactions with conversational 

agents begin with the chatbot greeting the user and quickly moving to more utilitarian 

conversational phases. During these phases it will likely be trying to acquire basic user 

information, identify relevant intents, and executing the pertinent fulfilment actions. 

In a way, designing a chatbot is a combination of creating a decision tree and a movie 

script. The goal is to map out the potential conversational pathways that can lead the user 

to a target outcome, while providing clear and meaningful information. With chatbots, 

dialogue often substitutes user interface so a clean and clutter free experience is expected. 

Flowcharts are well suited to visually represent the conversation and can help us 

understand which steps are needed and which are redundant. 

3.4.  Predictability 

Unconstrained user input allows for conversational flexibility but also comes with a 

higher risk for potential errors, which is a very important aspect in healthcare as it can 

never be fully predicted and may lead to patient safety issues. This lack of predictability 

can also create challenges in getting the chatbot-based technology approved to be used 

in the healthcare context, as validating their reliability might be challenging with current 

mechanisms. For example, if the chatbot utilizes learning algorithms or uses contextual 

parameters to personalize the conversation, it is impossible to predict all possible 

interaction flows for validation purposes. 

Hard-coded rule-based systems fail to tackle complex combinations and sequences 

of symptoms. Hence, the costs of maintaining and extending these systems rise 

exponentially with time. The use of chatbots in health applications seem to lag behind 

those used in other areas, where dialogue management and natural language generation 

methods have advanced beyond the rule-based approaches. Regardless, thanks to 

technological advancements like NLP, chatbots are moving from being an odd curiosity 

to become a potentially valuable tool to be used in the not so distant future. 
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4. Discussion 

Chatbots are causing significant disruption and media coverage on them seems to regard 

them as the next big thing for healthcare. The nature of these interactions is complex and 

different, arising from independent, evolving systems that need ongoing tending and 

maintenance by end users. Chatbot agents are usually created following a generic logic, 

with no regard to specific needs or preferences, and users receive the same responses 

regardless of cultural, socioeconomic or digital literacy level. There are practices in 

software development like user-centered design [16] that may be useful to address these 

problems. The goal of is to design solutions specific to the characteristics and tasks of 

the users [16]. 

In retail services, there is evidence that feeling of social pressure can negatively 

affect customer experience, and be a factor positively affecting adoption of self-service 

technologies [17]. Similar factors could be relevant in designing chatbot interfaces. They 

can be used to alter the service delivery situation so that the patient does not feel social 

pressure for using the shortest possible time to interact because of other patients waiting 

or the care personnel being busy. This can lead to better experience and more reliable 

answers, for example, in screening situations. 

As discussed in this study, allowing users to provide unconstrained input may lead 

to unexpected and potentially risky situations. Users may start probing the limits of the 

chatbot by asking random questions, attempting casual conversation or going far beyond 

the intended uses of the chatbot. How the conversational agent responds to these 

situations in constructive and engaging form is critical, because data shows that the 

conversational style can greatly influence user behavior [18]: expressing sadness to Siri 

might cause it to reply something like “I’m sorry to hear that” or, “from our deepest 

sadness springs our deepest joy”. This type of response might be forgivable for a 

commercial use agent, however, expectations from a health-oriented chatbot are likely 

to be different [13]. 

In the case of mental conditions such as depression, the fact that chatbots do not 

“think” or form “judgments” may lead to people feeling more comfortable disclosing 

personal issues to them compared to a person or they may not be willing to share at 

all[19]. It may be that when it comes to empathic expression, conversational agents might 

be at a perpetual disadvantage. 

Limitations: The presented work should be interpreted in the context of its 

limitations. There are inherent limitations to the research through design methodology. 

The design considerations use experiences that stem from a single design case. This was 

due to the context of the research project which influenced the actions that could be 

embarked on within the overall project scope. However, the construction of the 

recommendations was based on the available scientific literature and related work and, 

as it follows empirical evidence, its results are still valid. 

5. Conclusions 

The use of chatbots in healthcare is an emerging field, full of potential for development, 

but it must be approached with special care due to the sensitive nature of its context. The 

proposed design considerations are not intended to be considered as definitive, and rather 

they aim to be a mere starting point. Chatbot designers and developers should continue 

to explore and expand our knowledge around the effective design of conversational 
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agents as they address the burning challenges of modern healthcare. This is just the start 

of the conversation. 
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