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Abstract. Specific predictive models for diabetes polyneuropathy based on 

screening methods, for example Nerve conduction studies (NCS, can reach up to 

AUC 65.8 – 84.7 % for the conditional diagnosis of DPN in primary care. Prediction 

methods that utilize data from personal health records deal with large non-specific 

datasets with different prediction methods. Li et al. utilized 30 independent variables, 

which allowed to implement a model with AUC = 0.8863 for a Multilayer 

perceptron (MLP). Linear regression (LR) based methods produced up to  

AUC = 0.8 %. This way, modern data mining and computational methods can be 

effectively adopted in clinical medicine to derive models that use patient-specific 

information to predict the development of diabetic polyneuropathy, however, there 

still is a space to improve the efficiency of the predictive models. The goal of this 

study is the implementation of machine learning methods for early risk identification 

of diabetes polyneuropathy based on structured electronic medical records. It was 

demonstrated that the machine learning methods allow to achieve up to 0.7982 

precision, 0.8152 recall, 0.8064 f1-score, 0.8261 accuracy, and 0.8988 AUC using 

the neural network classifier. 
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Introduction 

Every third patient with diabetes suffers from diabetic polyneuropathy (DPN) [1]. This 

complication is a severe problem for a chronic patient because it can be accompanied by 

neuropathic pain and lead to a decrease in the quality of life. Neuropathic pain 

significantly disrupts sleep, negatively affects daily activity and life satisfaction. The 

earlier the diagnosis is found, the easier the disease can be managed. Several studies on 

the prediction of diabetes mellitus that utilize Linear regression (LR) [2,3] developed 

predictive models based on records with up to 967 independent variables available from 

large electronic health record archives resulted in up to 0.80% Area Under The Curve 

Receiver Operating Characteristics (AUC-ROC) [2] and enabling to formulate the most 

likely trajectory of comorbidities [3]. Application of the ensemble models approach 

based on the naïve Bayes, Linear regression (LR), Instance-Based Learner, support 

vector machine (SVM) [4], artificial neural networks (ANN) [5], decision trees [6], and 

random forest (RF) help to increase the accuracy of diabetes prediction with the accuracy 

of up to 74% [7,8]. 

                                                         
1 Corresponding Author. Oleg Metsker, Almazov National Medical Research Centre, Saint-Petersburg, 

Russia; E-mail: olegmetsker@gmail.com 

pHealth 2020
B. Blobel et al. (Eds.)

© 2020 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI200628

136



Specific predictive models for diabetes polyneuropathy based on screening methods, 

for example Nerve conduction studies (NCS) [9], can reach up to AUC 65.8 – 84.7 % 

for the conditional diagnosis of DPN in primary care. Prediction methods that utilize data 

from personal health records deal with large non-specific datasets with different 

prediction methods. Li et al [10] utilized 30 independent variables, which allowed to 

implement a model with AUC = 0.8863 for a Multilayer perceptron (MLP). Linear 

regression (LR) based methods [2,11] produced up to AUC = 0.8 %. 

This way, modern data mining and computational methods can be effectively 

adopted in clinical medicine to derive models that use patient-specific information to 

predict the development of diabetic polyneuropathy, however, there still is a space to 

improve the efficiency of the predictive models. The goal of this study is the 

implementation of machine learning methods for early risk identification of diabetes 

polyneuropathy based on structured electronic medical records. 

1. Methods 

The dataset contains a total number of 238590 laboratory records. Each record contains 

patient and episode identifiers, a timestamp, and a varying number of measured 

parameters, the total number of which is 31 (27 laboratory tests, retinopathy, 

nephropathy, age, and gender). The records cover the time period from 03-07-2009 to 

22-08-2017 and include information about 5846 diabetic patients. Diagnosis served as 

the source of information about the target class values. We removed the patients with 

insufficient amount of data (< 6 parameters) and no data for the retinopathy and 

nephropathy from the dataset. We employed three approaches to preprocessing of the 

time series information: 

� Replacement of each time series with its last value; 

� Replacement of each time series with three of its characteristics: mean, length, 

and standard deviation; 

� Replacement of each time series with its maximum, with the exception of 

hemoglobin time series, which were replaced with their minimums. 

After that, we applied two strategies of dealing with missing values to ensure that 

all the patients have the same set of variables: 

� Replacing the missing data with medians of the corresponding parameters; 

� Deletion of parameters having too many missing values (>500 by default) and 

removal of all the patients having any missing values in the remaining 

parameters. 

To identify subclasses within the class of patients with diabetes, the classification 

problem was solved. The scikit-learn library method of T-distributed Stochastic 

Neighbor Embedding (T-SNE) was used. All the parameters of the dataset were used for 

teaching the clustering model. The features were selected on the basis of correlation 

analysis of the target class. We used the scikit-learn library to calculate Pearson’s 

correlations of the features. The classification task for predicting the development of 

polyneuropathy was solved using the scikit-learn library. Laboratory data, patient age 

and gender were used as predictors. Each experiment ran in the setting of stratified 5-

fold cross-validation (i.e., random 80% of patients were used for training and 20% for 

testing, target class ratios in the folds were preserved). For the performance assessment 

of SVM and DT classifiers, we ran it 100 times; and 100 x 5-fold cross-validation with 
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total of 500 predictions. As an additional performance assessment score, we used the 

AUC of ROC. The AUC was calculated based on an average of 5 curves (one curve per 

fold in the setting of 5-fold cross-validation). 

2. Results 

After the patients having insufficient amount of data were removed from the dataset, it 

contained 5425 patients, 2342 (43.17%) of which did and 3083 (56.83%) did not develop 

polyneuropathy. Applying three ways to preprocess the time series and two approaches 

of handling missing data resulted in six datasets to apply our methods to. The T-SNE and 

DBSCAN algorithm was applied with parameters epsilon 0.4 and neighborhood 

threshold 35 to the patient vectors, containing creatinine and neutrophils values. Some 

examples of resulting clusters are presented in Figure 1. The initial cluster was removed 

from the picture from the picture. As a result of t- SNE clustering, 5 subclasses were 

identified (Table 1). 

Figure 1. Outlier clustering example results 

 

Table 1. Clusters description of T-SNE method. 

Cluster 
No.               

Count Polyneuropahy % Age, median Age Standard 
deviation 

Males, % Females, 
% 

#0 1877 59 65 9.79 0 100 

#1 1628 43 60 13.74 100 0 

#2 101 40 61 9.14 100 0 

#3 930 22 31 6.53 0 100 

#4 119 33 11 6.10 100 0 

#5 111 23 39 20.29 99 1 

 

There are two large clusters (#0 and #3) that are opposite to the percentage of 

patients with polyneuropathy, namely the smallest and the largest rate of polyneuropathy. 

Cluster # 0 has an increased rate of patients with polyneuropathy: 59 %. In cluster #3, on 

the contrary, the reduced number of patients with polyneuropathy is 22 %. However, 

these are both female clusters. In male clusters #1 and #2, the percentage is close to the 

average. Cluster #4 is slightly below average. In clusters 0, 1, and 2, patients are about 

the same age. The difference in cluster 1 is that there is an outlier on the left, and it is 
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male in contrast to cluster 0. Cluster 3 patients are young men, younger than patients 

cluster 0, 1, and 2, and also male. Cluster 4 are young male patients, which explains their 

low percentage of polyneuropathy. Cluster 5 patients of different ages with a small 

portion of polyneuropathy are mostly men. It is evident that the female gender and the 

age of more than 50 years is a risk factor for the development of polyneuropathy in 

patients with diabetes mellitus. However, there is a particular group of young men 

(cluster 4) with the probability of polyneuropathy. As a result of the cluster analysis, 

several groups of patients were identified: younger men and women (clusters 4 and 3, 

the share of polyneuropathy is significantly lower), older men and women (clusters 1 and 

2: men, 0: women, the share of polyneuropathy is significantly higher). The study of the 

peculiarities of clustering of the demographic and laboratory indices under study 

revealed the following regularities. Higher blood glucose (Glu_max) figures are 

associated with the development of polyneuropathy in older men. The higher the age, the 

less the antiatherogenic potential decreases (HDLs decrease), and the higher the rate of 

renal excretion (creatinine increases), both of which are associated with the development 

of polyneuropathy, and the detection of comorbid polyneuropathy, the lower the HDLs. 

This is a very important finding, since until recently, all attention has been paid only to 

the content of HDLs and triglycerides. Figure 2(a) shows the features' importance for the 

decision tree trained further. Figure 2(b) shows an example of a correlation matrix for 

selected parameters of the patient and polyneuropathy. 

 

 
a) 

 
 

b) 

 

Figure 2. Features importance for a decision tree (a). ANN interpretation (b) 

The most significant features were those of neutrophils and glucose level in the 

blood and the urine. The correlation matrix shows the high correlation of MPW, RBC, 

HGB, and polyneuropathy. The results of the correlation analysis have an important 

clinical significance. A positive correlation of polyneuropathy presence with the patient's 

age was demonstrated. The mean platelet volume (MPV) has a positive correlation with 

glucoseuria and hyperglycemia. Previously, researchers proved a dependency between 

increased MPV and insufficient glycemic control [12]. Moreover, when observing 

patients receiving optimal treatment, evidence of a decrease in MPV following the 

normalization of glycaemia was demonstrated [13]. If we discuss the main features 

(indicators) affecting the development of polyneuropathy in diabetes, the presence of a 

decrease in the relative number of segmented neutrophils, which supports the postulate 

of the main contribution of monocyte cells in the process of inflammation development 
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[13], as well as signs of unsatisfactory glycemic control manifested in glucoseuria and 

hyperglycemia, become clinically important events. Performance measurements are 

presented in Table 2. 

 

Table 2. Performance evaluation with comorbidities 

 Precision Recall F1-score Accuracy AUC 
SVM 0.8328 0.7221 0.7734 0.8120 0.8922 

DT 0.7795 0.7864 0.7823 0.8054 0.8644 

ANN 0.7982 0.8152 0.8064 0.8261 0.8988 
LR 0.7934 0.8134 0.8031 0.8228 0.8926 

Logistic 0.7961 0.8115 0.8036 0.8238 0.8941 

3. Discussion and Conclusion 

Clustering shows differences within patients with diabetes mellitus. Decision trees 

demonstrate pathophysiological mechanisms. It is possible to identify, under what 

conditions the current risks of polyneuropathy play the most significant role. It was 

demonstrated that inclusion of just two features, namely “nephropathy” and 

“retinopathy”, allows to increase the performance even further, achieving up to 0.7982 

precision, 0.8152 recall, 0.8064 f1-score, 0.8261 accuracy, and 0.8988 AUC using the 

neural network classifier. Our results indicate the feasibility of creating a statistical 

model for predicting the development of diabetic polyneuropathy in patients with type 2 

diabetes mellitus for prescribing or adjusting therapeutic strategies to reduce the risk of 

peripheral nerve damage, which should improve the quality of life of patients with 

diabetes. 
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