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Abstract. Emergency Department (ED) overcrowding is a major global healthcare 

issue. Many research studies have been conducted to predict ED wait time using 
various machine learning prediction models to enhance patient experience and 

improve care efficiency and resource allocation. In this paper, we used Long Short-

Term Memory (LSTM) recurrent neural networks to build a model to predict ED 
wait time in the next 2 hours using a randomly generated patient timestamp dataset 

of a typical patient hospital journey. Compared with Linear Regression model, the 

average mean absolute error for the LSTM model is decreased by 9.7% (3 minutes) 

. The LSTM model statistically outperforms the LR model, however, 

both models could be practically useful in ED wait time prediction. 
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1. Introduction 

Emergency Department (ED) overcrowding is a complex, systemic and global healthcare 

issue resulting in decreased care efficiency and worsening patient outcomes [1]. Due to 

the aging population and the lack of inpatient capacity, admitted patients occupying ED 

beds create an access block for incoming emergency patients [1,2]. Hence, ED 

overcrowding is a problem that stems from the system as a whole rather than solely the 

ED [1,2]. 

ED wait time, defined as the time from patient arrival to physician initial assessment, 

can support decision making to enhance patient experience and improve hospital 

resource allocation [1]. Machine learning prediction models have been used to predict 

ED length of stay and wait time based on the patient flow in the ED [3,4]. Very limited 

research studies explore the use of Long Short-Term Memory (LSTM) Recurrent Neural 
Networks [5] in Emergency Medicine research, while LSTM has been commonly used 

in fields such as Business consistently providing more accurate sequence predictions [6]. 

Compared to the LSTM, Linear Regression (LR) [7] is a more popular method for 

prediction due to its easy implementation and less processing time, however, such a 

method may not offer accurate prediction because some complex real-world problems 

such as ED overcrowding may not be explainable with a linear approach. 
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Therefore, the aim of this paper is to preliminarily investigate the application of the 

LSTM method in ED overcrowding analysis by comparing the accuracy of ED wait time 

prediction of an LSTM machine learning model and that of an LR model using a 

randomly generated patient timestamp dataset. 

2. Methods 

A dataset of randomly generated patient instances was created. Two models utilizing LR 

and LSTM methods, were created, respectively. Using K-Fold Cross Validation [8], a 

training-validating process followed by a training-testing process were performed to each 

model to predict the ED wait time. The mean absolute error of the ED wait time predicted 

by the model is studied by comparing to the true ED wait time. The performance of the 

two models are evaluated. 

2.1. Patient Timestamp Dataset 

A dataset was created to represent 50,000 patient instances of timestamp differences 

randomly generated over a pre-defined range uniformly. The use of the uniform 

distribution enables maximum entropy probability to ensure the consideration of all 

possible circumstances given the lack of clinical data [9]. A sequence of five (5) 

timestamp differences were used to illustrate the six (6) timestamps in a patient journey, 

including: patient arrival time, triage time, registered time, physician initial assessment 

time, ED exit time, and inpatient unit discharge time. At a specific time , each of the 

five sequential timestamp differences is labelled as . The ED wait time for each patient 

instance was calculated in minutes by adding the first 3 timestamp differences. Each 

patient instance contains an arrival timestamp including the month, week, day, hour and 

minute that was randomly generated using uniform distribution. The average ED wait 

time for the next 2 hours labelled as  was calculated for each patient instance by taking 

the average of the ED wait time of the patients arriving in the next 2 hours. The dataset 

was then scaled using MinMaxScaler of the Scikit-learn 0.20.1 library [10]. 

2.2. Linear Regression Model  

Python 3.7.1 and Scikit-learn 0.20.1 were used to build an LR model with an input array 

of 1 x 5 for the 5 timestamp differences and an output array of 1 x 1. 

2.3. Long Short-Term Memory Model 

Long Short-Term Memory (LSTM) is a type of recurrent neural network which when 

unfolded, contains individual identical units [5]. Each unit receives input data at each 

time-step of an instance in the dataset [5]. LSTM can learn long-term dependencies 

without the vanishing gradient problem due to its sigmoid activation function in each 

unit which produces an output of hidden state,  and cell state, Both of them depend 

on the input, at time , the previous cell state, , and the previous hidden state,  

[5]. Using Python 3.7.1 and PyTorch 1.1.0 [11], a single-layered LSTM model using 5 

input units with each unit receiving an element of the patient instance sequence, , as 

input was built. The output from the final LSTM unit passes through an LR layer with a 
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1 x 1 input array, which produces a 1 x 1 predicted output, ŷ, of ED wait time in the next 

2 hours as illustrated in Figure 1. 

 

Figure 1. Single-layered LSTM model using 5 input units with a linear regression layer. 

2.4. Training and Evaluation 

For both the LR and LSTM model, 80% of the data was first used to train and validate 

the model using 100-Fold Cross-Validation for 500 epochs to observe the behavior of 

the hyper-parameters of the models and ensure no overfitting occurs prior to the exposure 

of the testing data [8]. Then, 100% of the data was used to train and test both models 

with 100-Fold Cross-Validation for 500 epochs. Both models include an early stopping 

to prevent overtraining and use mean absolute error (MAE) as loss function. The LR 

model was optimized using Stochastic Gradient Descent [12], while the LSTM model 

used ADMA, Adaptive Moment Estimation, optimization [13]. A two-sample t-test was 

performed on the MAE values from the testing phase in both models with a significant 

difference of  and 99% confidence level. The lowest MAE value for each of the 

models and their overall training-testing time were observed during the process. 

3. Results 

As shown in Table 1, the LSTM model achieved a 9.7% (3 minutes) lower average MAE 

(p < 0.01), 7.49  (28 minutes) compared to 8.84 (31 minutes) in the LR 

model. The minimum MAE in the LSTM model is 12% lower than in the LR model. The 

training-testing time of the LSTM model is 2.5 hours compared to 2.17 seconds for the 

LR model. 

Table 1. The training-testing time (TTT), Average MAE, standard deviation (SD), 99% confidence interval 

(99% CI), minimum MAE (Min MAE) and p-value of the LR and LSTM in the testing phase are shown below. 

Model TTT Average MAE (minutes) 
SD (minutes) 

99% CI 
(minutes) 

Min MAE (minutes) 

LR 2.17s 

 

 

(27.79 – 35.05) 

 (27.75) 

LSTM 2.5hr 
 

 
(23.87 – 32.71) 

 (24.44) 

p-value    
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4. Discussion and Conclusions 

Supported by Tax et al. 2017 [6], the LSTM model statistically outperforms the LR 

model due to its ability to learn the relationships between consecutive time-steps. The 

relatively small 3-minute prediction difference between the 2 models suggests that both 

models could be practically useful in wait time prediction. An important aspect of this 

study is the use of a complex neural network model in the ED setting to construct a wait 

time prediction tool. This tool serves for clinical decision support to provide patient 

control in ED care [14], and improves care efficiency with proactive resource allocation 

such as increasing the number of nurses and overflow units [1]. 

A major limitation of the study is the use of a randomly generated dataset without 

real patient flow and data quality representation. Since ED overcrowding is a system 

issue involving the entire hospital [1,2], it is crucial to use data that extends beyond the 

ED. The validity and reliability of the data may vary at hospitals which may impact the 

final model and its accuracy. However, incomplete patient data may offer new 

understanding of ED wait time. As next steps, we plan to use hospital patient timestamps 

as well as clinical data and explore different model architectures and accuracy 

evaluations. 

In summary, this paper utilized the LSTM neural networks to build a model to 

predict the average ED wait time in the next 2 hours. Though the LSTM model 

statistically outperforms the LR model, both models could be practically useful in wait 

time prediction. Future work will include broader patient data from a hospital and 

variations of the model architecture. 
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