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Abstract. Data sharing has become an increasingly common process among health 
organizations, but any organization will most likely try to hide some sensitive 

patterns before sharing its data with others. Local Distortion Hiding (LDH), a 

recently proposed algorithm, has been evaluated only on the assumption of an 
opponent using the J48 (C4.5) classification algorithm. We now extend the basic 

approach, and we present a medical dataset hiding case study of a processed by LDH 
and attacked with the CART algorithm. 
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1. Introduction and background 

Data privacy is important in health informatics, especially when it comes to analyzing 

large datasets collected from various sources like health care providers, insurance 

companies, pharmacies, and research institutions. Information in health care is 

considered sensitive, and its protection is a major concern when examining the patient's 

personal health care data for research purposes. Privacy-preserving data mining [1,2] is 

a research area designed to alleviate issues arising from the use of data mining on data 

collection, information or knowledge contained in data collections, and the 

confidentiality of the subjects recorded in them. In our previously published articles [3,4], 

we suggested a set of techniques to effectively protect against the disclosure of sensitive 

patterns of information in mining classification rules. We aim to conceal sensitive rules 

without compromising the information integrity of the entire dataset. The class labels at 

the tree node corresponding to the tail of the sensitive pattern are changed after an expert 

selects the sensitive rules to remove the gain achieved by the metric, which causes the 

split. In the articles [5,6], we expand the above work by formulating a generic look ahead 

technique that takes into account the structure of the decision tree (DT) from an affected 

leaf to the root. 

LDH (Local Distortion Hiding) algorithm [7] can be used to protect sensitive 

patterns that result from the use of data mining techniques. In our previous work [8], we 

presented an application of LDH in an educational dataset and in [9] we applied our 

technique in a medical dataset that did not, as our previous techniques did, affect the 

class labels of sensitive instances, but rather modified the values of the attributes of these 

specific instances. In the proposed approach, we first identify the instances that lead to 

the development of a particular rule, and then effectively mask this rule with minimal 
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effect on the rest of the DT by appropriately modifying attribute values. This technique 

is based on gain ratio, which is the standard metric of C4.5 classifier [10], and it has been 

tested in different datasets by only using J48, the implementation of C4.5 in WEKA [11]. 

In this paper, we apply LDH algorithm to the same medical dataset as in [9] and test if 

the under consideration rule is also be hidden by using another classifier than J48, to 

investigate the resilience of the underlying technique to a variety of attacking opponents. 

2. Applying Local Distortion Hashing for Leaf Hiding 

In order to hide minimally by modifying the original dataset, we can interpret "minimal" 

changes in datasets by evaluating if the sanitized DT created by hiding is syntactically 

identical to the original with minimal modification of the initial dataset. In our example, 

after the proposed modification, we use the kappa statistic to compare the efficiency of 

the deduced DT with the original one. The information gain metric is used to select the 

test attribute at each node of the DT, much like ID3, one of the earliest DT induction 

algorithms [12], while its successor, C4.5 [10], uses the gain ratio metric, which is an 

improvement of the information gain. The attribute with the highest gain ratio is chosen 

as the splitting attribute. Therefore, if we want to suppress a specific attribute test at a 

node, it would be a reasonable heuristic to seek to change the values of the instances that 

would enter that node. By this change, the resulting information gain (due to that 

attribute) will be decreased and being equal to zero where possible. The algorithm LDH 

locates the parent node of the leaf to be hidden and ensures that the attribute tested at that 

node will not generate a splitting, which would allow that leaf to re-emerge. CART 

(Classification And Regression Trees) [13] is a rather common DT classification 

algorithm based on Gini's impurity index as a splitting criterion. 

3. Applying LDH to a medical dataset 

We show an example in this section regarding a binary medical dataset from the UC 

Irvine Machine Learning Repository [14] (SPECT). The SPECT Heart [15] training 

dataset is based on data from cardiac Single Proton Emission Computed Tomography 

(SPECT) images. Any patient is grouped into one of two categories, normal or abnormal. 

SPECT is a good dataset used to check Machine Learning algorithms; it has 187 

instances that are described by 23 binary attributes (A1–A22, Class). The binary values 

for the attributes (A1–A22) are true (t) or false (f), and the values for the Class could be 

positive (p) or negative (n). We chose for our experiments to use the WEKA [11] 

framework, an ML software written in Java, and, more specifically, the J48 and 

SimpleCART, which are the implementations of the C4.5 and CART algorithms, 

respectively. Both C4.5 and CART algorithms are widely used because of their quick 

classification and high precision. In our example, we try to hide the terminal node attr15, 
which is shown in the Figures 1 and 2. In this way, we managed to eliminate the node's 

contribution attr15 below its parent attr5, and the result is shown in Figures 3 and 4. 

Since the size of the aforementioned DT is too big to fit into a single page, only the 

section of the DT rules is displayed around the critical node. 
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attr13 = t 

|   attr22 = t: p (66.0) 

|   attr22 != t 
|   |   attr10 = t: p (20.0) 

|   |   attr10 != t 

|   |   |   attr5 = t 
|   |   |   |   attr15 = t: n (1.0) 

|   |   |   |   attr15 != t: p (1.0) 

|   |   |   attr5 != t 
|   |   |   |   attr21 = t 

|   |   |   |   |   attr3 = t 

|   |   |   |   |   |   attr12 = t: p (2.0) 
|   |   |   |   |   |   attr12 != t: n (1.0) 

|   |   |   |   |   attr3 != t: p (2.0) 

|   |   |   |   attr21 != t: p (11.0) 

attr13!=(f) 

|  attr22=(f) 

|  |  attr10=(f) 
|  |  |  attr5=(t) 

|  |  |  |  attr15=(t): n(1.0/0.0) 

|  |  |  |  attr15!=(t): p(1.0/0.0) 
|  |  |  attr5!=(t) 

|  |  |  |  attr21=(t) 

|  |  |  |  |  attr3=(t) 
|  |  |  |  |  |  attr12=(f): n(1.0/0.0) 

|  |  |  |  |  |  attr12!=(f): p(2.0/0.0) 

|  |  |  |  |  attr3!=(t): p(2.0/0.0) 
|  |  |  |  attr21!=(t): p(11.0/0.0) 

|  |  attr10!=(f): p(20.0/0.0) 

|  attr22!=(f): p(66.0/0.0) 

Figure 1. Original DT with the node attr15.(J48) Figure 2. Original DT with the node 

attr15.(CART) 

All dataset files (.arff), before and after hiding has been applied, and the 

corresponding outputs of both classifiers are available at the website [16]. 

attr13 = t 

|   attr22 = t: p (66.0) 

|   attr22 != t 
|   |   attr10 = t: p (20.0) 

|   |   attr10 != t 

|   |   |   attr5 = t: p (2.0/1.0) 
|   |   |   attr5 != t 

|   |   |   |   attr21 = t 

|   |   |   |   |   attr3 = t 
|   |   |   |   |   |   attr12 = t: p (2.0) 

|   |   |   |   |   |   attr12 != t: n (1.0) 

|   |   |   |   |   attr3 != t: p (2.0) 
|   |   |   |   attr21 != t: p (11.0) 

attr13!=(f) 

|  attr22=(f) 

|  |  attr10=(f) 
|  |  |  attr5=(t): p(1.0/1.0) 

|  |  |  attr5!=(t) 

|  |  |  |  attr21=(t) 
|  |  |  |  |  attr3=(t) 

|  |  |  |  |  |  attr12=(f): n(1.0/0.0) 

|  |  |  |  |  |  attr12!=(f): p(2.0/0.0) 
|  |  |  |  |  attr3!=(t): p(2.0/0.0) 

|  |  |  |  attr21!=(t): p(11.0/0.0) 

|  |  attr10!=(f): p(20.0/0.0) 
|  attr22!=(f): p(66.0/0.0) 

Figure 3. Final DT without the node attr15. (J48) Figure 4. Final DT without the node attr15. 

(CART) 

The kappa statistic adjusts precision by taking into account by chance alone the 

possibility of a correct prediction. 

Table 1. WEKA output for the J48 and CART classifiers on original and modified datasets. 

 Original Modified 
 J48 CART J48 CART 

Correctly Classified Instances 182 182 181 181 
Incorrectly Classified Instances 5 5 6 6 

Kappa statistic 0.834 0.834 0.795 0.795 

Mean absolute error 0.0352 0.0326 0.0406 0.0379 
Root-mean-squared error 0.1328 0.1276 0.1425 0.1377 

Relative absolute error 29.296% 21.529% 26.831% 25.064% 

Root relative squared error 48.866% 46.976% 52.442% 50.686% 

The kappa statistic values corresponding to both classifiers (J48, CART) on original 

and modified datasets are exactly the same, 0.834 and 0.795, respectively. From all other 

WEKA statistics presented in Table 1, we can also conclude that the node attr15 was 

successfully hidden without significantly affecting the effectiveness of the resulting DT. 
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The under investigation part of the DT induced by the modified dataset produced by 

LDH algorithm is the same as the original one without the node attr15 for both classifiers. 

4. Conclusions 

Our methodology (LDH algorithm) enables one to determine which DT leaves should be 

hidden in the original dataset, and then to adjust those attribute values in specific 

instances. Even though LDH algorithm is based on gain ratio metric - the one that is used 

by C4.5 – in this work, we presented a case study by testing the resulting dataset in 

another classifier (CART), which is based on another metric (Gini). We observed that 

the under consideration decision rule in this medical dataset was successfully hidden on 

both classifiers without compromising the information value in rest classification rules. 

We expect LDH to demonstrate similar resilience to any DT induction algorithm, which 

uses information-based splitting criteria, and we plan to confirm this expectation by 

experimentation. 
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