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Abstract. This study aimed to predict the duration of the postoperative in-hospital 
period in neurosurgery based on unstructured operative reports, natural language 
processing, and deep learning. The recurrent neuronal network (RNN-GRU) was 
tuned on the word-embedded reports of primary surgical cases retrieved for the 
period between 2000 and 2017. A new test dataset obtained for the primary 
operations performed in 2018-2019 was used to evaluate model performance. The 
mean absolute error of prediction in the final test was 3.00 days. Our study 
demonstrated the usability of textual EHRs data for the prediction of postoperative 
period length in neurosurgery using deep learning. 
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1.� Introduction 

Although machine learning is gaining special attraction in neurosurgery during the last 
years, the text analysis and natural language processing have rarely been used [1], [2]. 
The operative report is a document describing the details of surgical procedures in a 
patient's medical records. Written narratively in the majority of clinics, it undoubtedly 
provides certain knowledge when appropriately explored. 

In-hospital stay duration is an indirect estimate of disease severity and healthcare 
expenses. We hypothesized that the information stored in operative reports could be 
sufficiently meaningful to predict the duration of the postoperative in-hospital period. To 
test that hypothesis in a pilot study the predictive model (recurrent neuronal network 
(RNN) - gated recurrent unit (GRU)) was previously built on 75 531 and tested on 26 
123 operative reports [2]. We have shown that the postoperative period could be (to a 
certain extent) reasonably predicted using the textual description of the surgery, natural 
language processing, and deep learning. However, our study was limited by the data 
collected in a period between 2000 and 2017 years [2]. This study aimed to update the 
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model developed previously and validate it on a new set of operative reports never seen 
by the model before.   

2.� Methods 

In our previous study, the EHRs of N.N. Burdenko Neurosurgery Center was queried to 
select all operative reports with the corresponded length of in-hospital stay following 
surgery in the period between 2000 and 2017 [2]. In February 2018 the Hospital 
information system at N.N. Burdenko Neurosurgery Center was changed. The data on 
operative reports for a period between January 2018 and June 2019 were obtained from 
two sources: the old EHR (named “e-Med”; January - February 2018) and the new one 
(named “Asclepius”; February 2018 – June 2019) [3]. All the incomplete reports and 
cases with an inaccessible length of in-hospital stay were excluded. 

In the current study, all the operative reports dated to 2000-2017 were split into 
primary surgical cases (the operations performed at our Center for the first time for 
patients) and repeated surgery, and the training samples were randomly generated from 
75% of each subset. The testing samples constituted of the remaining 25% of documents 
in each category. The model was trained on primary and repeated surgery subsets 
independently, and its performance was compared in two testing samples accordingly. 
Finally, the model built on primary cases was fine-tested on operative reports for primary 
operations dated to January 2018 - June 2019. We did not consider the cases of repeated 
surgery for the final test due to the reasons explained in section 3.1. 

 

2.1 Text preprocessing 

All neurosurgical operative reports typed by neurosurgeons on computer keyboards were 
retrieved from EHRs. Corpus preparation was done using R programming environment 
(version 3.5.0) in RStudio IDE for MacOS (version 1.1.453). Raw textual data were 
preprocessed before fed into deep learning procedure as input: 

•� Transformed to lower case 
•� Tokenized with a space separator 
•� Proceeded by word embeddings 
All the tokens generated from the original texts were mapped into numeric vectors 

from Euclidean space Rd when d = 400. These vectors were assumed to capture hidden 
information about a language, like word analogies or semantic relations between them. 
Distributed word representation was obtained from operative reports using the FastText 
library [4], [5]. The idea of that approach was in learning to predict a word from its context 
or vice versa. We considered the basic vector representations of character trigrams and 
expanded each word as the sum of the vectors of its trigrams. Then we built the 
constructions of skip-gram (a set of tokens that imply other tokens between them in an 
amount not exceeding the preset number) on these sums. Unlike the classic Word2vec and 
Glove, FastText provides the invariance of embedded tokens to word morphology since 
N-grams of characters are more common than whole words. As a result, the vector 
representations we obtained were expected to work efficiently with the rich-in- 
morphology Russian language. 
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2.2 The model architecture 

The target variable was the postoperative period duration (number of days stored in EHR 
as integers). To process the operative reports, we RNN-GRU architecture proposed in 
our previous study [2], [6]. The logarithm of the hyperbolic cosine of the prediction error 
was used as a loss function since it is resistant to outliers and the second derivative of it 
exists. The adaptive gradient method RmsProp was utilized as the optimizer with the cut- 
off gradient value of the maximum norm equal to 1, and the cut-off gradient value 
outlying the range [-1,1] [4]. The activation function used was Exponential Linear Unit 
(ELU) [4]. The hyperparameters of the model were set by the grid search as: 

•� Batch size = 256 texts 
•� Dropout (for regularization) = 0.3 
The model was trained using a Keras framework (keras.io) on the first 500 vector-

represented tokens corresponding to documents. When the number of tokens was < 500, 
the sequence was padded with a fixed token complementing sequence to 500. 

2.3 The evaluation of model performance 

Mean Absolute Error (MAE) was used to measure the quality of model prediction: 

(1) 

�
where ��– was the number of operative reports, ���– true length of the postoperative in-
hospital period, ����– the predicted duration of postoperative in-hospital stay [7]. 

The model was trained and evaluated within the Python (version 3.6) environment 
Jupyter Notebook for MacOS. 

3.� Results 

In the period between 2000 and 2017, a total of 77 876 patients (avg. age 39 ± 20 years, 
males – 55%) underwent 104 506 neurosurgical operations. Initially, we obtained the 
complete uncorrupted operative reports for 101 664 operations and could verify the 
duration of postoperative period in 101 654 cases eligible for the inclusion. These texts 
consisted of 163 316 unique words or 36 438 unique tokens excluding stop-words and 
words appeared five and fewer times in all reports. The “primary surgery” subset 
included 75 652 reports (of which 56 739 documents were selected as a training sample). 
The “repeated surgery” subset included 26 002 reports (with 19 501 used for training). 

 

3.1� Training and validation of the models 

The characteristics of samples subsetted for this study and the corresponding measures 
of deep learning performance are presented in Table 1. The RNN-GRU was applied to 
“primary surgery” and “repeated surgery” datasets, resulted in MAE of 4.83 and 14.25 
days respectively. The model trained on the first dataset outperformed the model 
previously built on the whole set of data for the period 2000-2017 (Table 1, primary 
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surgery vs. all reports). However, the result of prediction in the “repeated surgery” 
dataset appeared to be three times worse. Thus, the RNN-GRU built on the primary 
surgery dataset was considered as the final model.   

3.2 Testing the final model 

A total of 2034 operative reports for neurosurgical procedures was obtained from “e- 
Med” and 11 460 reports were retrieved from “Asclepius” for the period between January 
2018 and June 2019. The test of a final model was performed on 11 968 complete 
operative reports for primary surgery with the known length of the postoperative period 
(a new testing dataset). The final model demonstrated MAE = 3.00 days (Table 1). The 
distinct result for “e-Med” data (n = 1 829, MAE = 2.85 days) appeared to be similar for 
that from “Asclepius” (n = 10 139, MAE = 3.03 days). 
Table 1. The results of RNN (bidirectional GRU) testing on operative reports for primary and repeated surgery 
(n – number of operative reports, AE – absolute error). 

 
* the results obtained from our previous study [2] 
** a new testing dataset containing operative reports for primary surgery performed in Jan 2018 - June 2019 

The absolute prediction error in the new testing dataset did not exceed three days in 
78.5% of cases. 

4.� Discussion 

To the best of our knowledge, this is the first study in neurosurgery aimed at prediction 
of the postoperative period based on unstructured medical texts. We chose the operative 
report for a pilot study to test the utility of textual records. A real-world model production, 
however, should consider the maximum structured and unstructured data available. 

W. Muhlestein et al. (2017, 2018) predicted the length of in-hospital stay after brain 
tumor surgery using machine learning on non-textual data [8], [9]. Non-elective surgery, 
preoperative pneumonia, sodium abnormality, or weight loss, and non-White race were 
found the strong predictors of the prolonged in-hospital stay [8], [9]. In contrast, the results 
we obtained demonstrate the meaningfulness of narrative medical texts in these non-
trivial predictions. The worse predictive capability of repeated surgery reports may 
indicate that the information essential for prognosis was not captured compared to 
primary surgery descriptions. 
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The lower MAE shown in the new testing dataset could be related to the shorter range 
of the target variable (compared to the development datasets). The high range of AE in 
all samples was caused by the broad initial range of postoperative periods due to outliers. 
The outliers in the training samples appeared to be extremely rare and better explained 
by occasional factors not related to the initial surgery directly, such as severe 
complications and repeated interventions. The EHR software change was not supposed 
to affect the results since the operative reports remained in textual format invariant to the 
system's interface. 

The RNN-GRU model was efficient to predict the postoperative period with an 
acceptable error for the pilot study. However, the rationale for its efficiency should be 
unraveled in more details, e.g., applying the other machine learning methods, combining 
it with structured data analysis and considering neurosurgeon’s expectation of a 
postoperative period length. Nevertheless, initial surgical exposure to the human brain 
appears to be a sophisticated factor itself which might determine the postoperative course 
and its length. The proposed model may still be improved by text preprocessing (e.g. 
lemmatization), adding convolutional neural networks layers, optimizing the architecture 
and training, testing alternative word embeddings (GloVe, Word2vec) [10]. 

5.� Conclusion 

Unstructured operative reports served as an informative source for prediction of in- 
hospital postoperative period in neurosurgery using deep learning. Our study 
demonstrated the usability of data stored in EHR as texts. This research was supported 
by the Russian Foundation for Basic Research (grant 18-29-01052). 
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