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Abstract. We here describe the evolution of annotation guidelines for major clini- 
cal named entities, namely Diagnosis, Findings and Symptoms, on a corpus of ap- 
proximately 1,000 German discharge letters. Due to their intrinsic opaqueness and 
complexity, clinical annotation tasks require continuous guideline tuning, begin- 
ning from the initial definition of crucial entities and the subsequent iterative evo- 
lution of guidelines based on empirical evidence. We describe rationales for adap- 
tation, with focus on several metrical criteria and task-centered clinical constraints 
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1.� Introduction 

The annotation of clinical documents is a challenging task due to the intrinsic opaque- 
ness and complexity of the clinical domain. Clinical experts do not necessarily agree on 
fundamental judgments relevant for annotation decisions, e.g., the distinction between 
symptoms, diagnoses and other medically relevant phenomena. Reports of medical 
annotation campaigns often disregard this lack of conclusiveness insofar as the pain-
staking adaptive processes underlying the vernier adjustment of annotation guidelines 
are hidden from the scientific community. Most often only the final outcome of 
consensus-seeking processes is made publicly available. Annotated clinical text corpora 
focusing on diagnoses came up with clinical shared tasks, e.g., I2B2 [1], CLEF EHEALTH 
[2], and SEMEVAL [3]. The annotation of major clinical entities is typically considered 
as a very hard decision task, with agreement scores (F-scores, �-or �-values) usually in 
the range between 0.7 and 0.8, even after several modification rounds for annotation 
guidelines (see Table 1 for an overview of previous annotation campaigns related to 
clinical documents). 

We here want to shed light on the impact of different annotation policies and propose 
robust metrical decision criteria in order to find out which kinds of adaptive steps have 
particular impact on annotators’ (dis)agreement and how such factors can be controlled 
by empirical evidence. We illustrate an evolutionary approach to the development of 
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annotation guidelines for major clinical named entities, namely Diagnoses, Findings and 
Symptoms, on a corpus of roughly 1,000 German discharge summaries.  
Table 1. Overview of clinical annotation studies, incl. annotated entities and agreement scores (F-score, 
Cohen’s ��(�c), Siegel and Castellan’s ��(�s&c) or Krippendorff’s �) 

Authors Data Annotated Entities Agreement 
�������	�
���
��	
��
	������
	
Wang et al. [4] 300 clinical notes SNOMED-CT concepts F ��0�88 
Savova et al. [5] 273 clinical notes UMLS semantic groups �c ��0�727 
Doğan et al. [6] 793 PubMed abstracts diseases F ��0�9 
Albright et al. [7] 13K pathol. report sentences UMLS semantic groups F ���0�7��0�75��
Hahn et al. [8] 200 Medline abstracts diseases, symptoms, anatomy �s&c ���0�7��0�8��
Patel et al. [9] 5K different documents UMLS semantic groups �c ���0�68��0�97��
���
������
�	
��
	������
	����������	�������	
��	����
�	�
���
���	
Miñarro- 
Giménez et al. [10] 

60 short texts terminology terms SNOMED-CT and 
UMLS 

�����0�4��0�9��

Kors et al. [11] 800 Medline titles, 500 drug 
labels, 150 patent claims 

biomedical concepts based on UMLS 
semantic groups 

F ��0�79 

�����������	�
���
��	
��
	������
	
Toepfer et al. [12] 140 German ECG reports fine grained information extraction F ��0�955 
Skeppstedt et al. [13] 1,148 Swedish EPR reports disorders, findings, pharma F ���0�69��0�88��
Campillos et al. [14] 500 French clinical notes entities derived from 

UMLS semantic groups 
F ��0�793 

He et al. [15] 138 Chinese documents F ��0�992 
 

2.�Methods 

Data and Annotation Setup. This work was carried out on the Jena part of the 3000PA 
text corpus [16]—1,106 German discharge summaries from the Jena University 
Hospital’s information system given the following constraints: patients had stayed for at 
least five days on a ward for internal medicine or in an intensive care unit between 
2010 and 2015, and were already deceased. These criteria were approved by the local 
ethics committee (4639-12/15). The corpus consists of approx. 170K sentences and 
1.5M tokens. The documents were annotated (using the Brat Rapid Annotation Tool) 2by 
eight medical students who all had passed their first medical licensing exam. We ran 
through four iterations of guideline revisions, tool configuration, team instruction, 
annotation work, agreement computation, error analysis and subsequent team discussion. 
This process was supervised by one annotation manager. In each iteration, 5 to 10 
documents and 50 in the final round were annotated by each student (for agreement 
values see Table  2). 
Evaluation Measures. A challenging problem for medical annotations is posed by de- 
termining the proper text span of named entities. We thus calculate inter-annotator agree- 
ment (IAA) by using the pair-wise average F-score [17] of instances and tokens. An 
instance is a single composite annotation unit that consists of one or more tokens (e.g., 
“renal insufficiency” denotes an instance with two tokens, “renal” and “insufficiency”). 
Instance agreement is a strong criterion, as annotations with only slightly differing spans 
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count as non-matching. Token-based agreement describes the overlap of individual to- 
kens for annotations of the same instance type3.  

Table 2. Inter-annotator agreement (IAA; pair-wise average F-score incl. standard deviation (��)) of training 
iterations and the final annotation round (incl. the number of documents being used per iteration (in brackets)), 
for each document over all eight annotators w.r.t. instances (inst.) and tokens (tok.) 

 Iteration 1 (10) Iteration 2 (5) Iteration 3 (10) Iteration 4 (10) Final (50) 
Category inst. tok. inst. tok. inst. tok. inst. tok. inst. tok. 
Diagnosis .504 .633 .534 .630 .593 .705 .614 .688 0.637 0.758 
Findings .354 .545 .698 .896 .682 .887 .628 .864 0.684 0.860 
Symptoms .583 .617 .441 .657 .424 .729 .532 .669 0.611 0.718 
Anatom. Loc. .455 .624 .735 .876 – – – 
Procedures .252 .301 .527 .580 – – – 
Avg. F-score .410 .563 .671 .832 .653 .873 .621 .837 .648 .839 
��(F-score) .079 .076 .056 .030 .064 .027 .065 .036 .056 .032 
 

Annotation Schema. We started our annotation campaign with five types of medical 
entities: Diagnosis as diseases as listed in the ICD-10 (excluding symptom chapter ‘R’); 
Findings as the summary of all information about a patient’s medical status reported  
by medical staff based on the results from physical examination or the use of medical 
devices (e.g., x-ray); Symptoms as the summary of all health affecting information and 
complaints reported by the patients or their relatives; Anatomical Location as the sum- 
mary of all anatomical parts of the body excluding body fluids and body secretions; Pro- 
cedures as the summary of all medical interventions like surgery, non-surgical therapeu- 
tic measures, etc. The administration of (new) medication belongs to the latter category, 
but was excluded here since medication had already been annotated elsewhere [16]. 
Iterative Process. The average agreement value (F-score) of the first iteration reached 
.410 on instances and .563 on tokens which is clearly below expectations. During the sec- 
ond iteration Anatomical Locations were automatically pre-annotated based on the Ger- 
man part of the Foundational Model of Anatomy (FMA) of the UMLS using the JUFIT 
tool. This step increased the IAA for Anatomical Location up to .735 on instances and 
.876 on tokens. Still, it was removed from further annotation rounds because of its 
overlap with mentions of Diagnoses, Findings or Symptoms. Also discussions with the 
annotators pointed at a painfully large number of single decisions and double annotations 
to be made resulting in an average annotation time of one hour per document. In par- 
ticular, distinguishing Procedures from Medications (e.g., “long-term oxygen therapy”) 
and Diagnoses was considered a difficult task—a previous intervention can be coded as 
Procedures and Diagnoses (e.g., Z98.8—Other specified postsurgical states). As a clear 
criterion to minimize the overlap between Diagnoses and Procedures could not be found 
we eliminated Procedures from the current annotation project and will deal with it sepa- 
rately. Following the approach of Hahn et al. [8] for annotating long and short text spans, 
we required the attribute Complexity to be tagged for all entities containing more than 
one piece of annotation-relevant information (e.g. “Pupils middle and isocor”). Diagno- 
sis, Symptoms and Findings were assigned two attributes: Time with the value set previ- 
ous, recurrent, uncertain and Modality with the value set suspected, excluded, uncertain. 
Negations or vague descriptions were defined to be part of the long annotation span. 
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Baseline Classifier. We trained a (CRF-based) JCORE pipeline for named entity recog- 
nition of Diagnosis, Findings and Symptoms; evaluation with 10-fold cross-validation. 
Table 3. Instances and tokens of entity types Diagnosis, Findings, Symptoms, with the percentage distribution 
of their attributes Complexity, Modality, Time; baseline classifier (BC) results (avg. token distribution depend- 
ing on all of the 1.863M tokens; all other percentage values depending on the total number of entity instances) 

3.� Results 

The final average IAA values were .648 on instances and .839 on tokens (see Table 2). 
Table 3 illustrates the distribution of the different entities and their attributes. About one 
third of the entire corpus consists of Findings. Diagnoses added up to around 6.6%, 
whereas Symptoms were rare with less than 2%. Around 13% of all annotations were 
marked as complex; roughly every fifth instance of Findings and Symptoms contained 
more than one information unit. Compared to Findings and Symptoms, Diagnoses were 
more precisely described. 10–20% of all annotations were negated. The majority of 
negated entities were Symptoms and Findings ( 20%). The attributes suspected and 
uncertain were rarely used, only about 5% of Diagnosis annotations were marked as 
suspected. Temporal annotations of Findings and Symptoms were hardly used,    7%    
of Diagnoses were previous. The average F-score results of our (admittedly simple) 
CRF-based classifier are .805 for Findings, .475 for Diagnosis and .143 for Symptoms. 

4.� Discussion 

The final IAA values (0.7–0.8) could be improved and are comparable to, if not higher 
than, annotation campaigns covering the listed entity types in languages other than 
German (cf. Table 1). Category overlap or hard to disentangle semantic 
interdependencies must be resolved for the sake of acceptable IAA values—either by 
generalizing cate- gory definitions, by stretching the granularity of annotation spans, by 
adding complexity markers (thus delegating finer distinctions to future annotation 
studies), or, in the worst case, by eliminating sloppy named entity types from the 
current annotation process. 

5.� Conclusion 

We presented an evolutionary approach to an annotation scheme for Diagnoses, Findings 
and Symptoms and its application to German discharge summaries. We struggled with 
 

 
 

Inst. Tokens Avg. 
span 

Com- 
plexity 

Modality 
sus. exc. unc. 

Time 
rec.    unc. pre. 

BC 

Entity type freq. freq. % tok. % % % % % % % F 
Diagnosis 55K 123K 6.6 2.2 3.46 4.44 9.31 1.49 0.67 0.01 6.66 .475 
Findings 150K 663K 35.6 4.4 17.15 1.24 17.36 1.40 0.13 0.02 1.81 .805 
Symptom 8K 26K 1.4 3.3 14.21 0.10 22.16 0.13 0.96 – 1.57 .143 
��Annotations 163K 812K 43.40 3.8 13.50 2.02 15.45 1.38 0.30 0.01 3.05 – 
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criteria that control the number of iterations and the directions of adaptations. 
Generalizing from the our annotation task, we found that IAA is a solid metrical 
indicator for task complexity or inconclusive annotation guidelines. Both parameters 
have to be tuned in case of too low IAA values. Annotation time is a metrical indicator 
for task complexity. 
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