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Abstract 

Postpartum depression (PPD) is one of the most frequent 

maternal morbidities after delivery with serious implications. 

Currently, there is a lack of effective screening strategies and 

high-quality clinical trials. The ability to leverage a large 

amount of detailed patient data from electronic health records 

(EHRs) to predict PPD could enable the implementation of 

effective clinical decision support interventions. To develop a 

PPD prediction model, using EHRs from Weill Cornell 

Medicine and NewYork-Presbyterian Hospital between 2015-

17, 9,980 episodes of pregnancy were identified. Six machine 

learning algorithms, including L2-regularized Logistic 

Regression, Support Vector Machine, Decision Tree, Naïve 

Bayes, XGBoost, and Random forest were constructed. Our 

model’s best prediction performance achieved an AUC of 0.79. 

Race, obesity, anxiety, depression, different types of pain, 

antidepressants, and anti-inflammatory drugs during 

pregnancy were among the significant predictors. Our results 

suggest a potential for applying machine learning to EHR data 

to predict PPD and inform healthcare delivery. 
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Introduction 

Postpartum depression (PPD) is a nonpsychotic depressive 

episode that begins one year within childbirth[7]. The 

prevalence of PPD is reported to be 13% in high-income 

countries [21] and 15% in low and middle-income countries[9]. 

PPD is one of the most frequent and serious maternal 

morbidities after delivery [26]. It not only interferes with 

mothers’ emotional wellbeing [5], but is also associated with 

infant morbidity, and children’s poorer cognitive and 

behavioral skills later in life [28].  

Despite the serious adverse consequences of PPD, there is a 

lack of consensus and evidence on PPD screening and treatment 

from high-quality clinical trials [22]. A number of key 

predictors have been identified from previous meta-analysis 

studies, including a history of psychiatric illness, prenatal 

depression, stressors and illness during pregnancy, poor social 

support, poor self-esteem, and lower socioeconomic status [1, 

23]. Few studies found a significant association between 

prescription drug use during pregnancy with PPD [20].  

Although risk factors were reported from previous studies, 

effective interventions against them and identification of at-risk 

women still need further evaluations [22]. A number of 

screening and preventative measures were proposed previous 

studies with varying outcomes [22]. For example, prior PPD 

prediction studies were prospective studies conducted with 

small sizes [14,26]. Features used in these predictive models 

often included questionnaires measuring psychological statuses 

such as demographics, education level, self-esteem, and social 

support, but not current diagnoses and medications. A 

commonly used questionnaire for perinatal depression 

screening is the Edinburgh Postnatal Depression Scale (EPDS) 

[10,26], although its effectiveness in screening has been 

questioned in previous studies [27].  

The current knowledge gap on PPD contributes to substantial 

variations across clinical practices in screening and information 

collection [22]. Addressing these challenges, it has been 

pointed out by the US Preventive Services Task Force 

(USPSTF) that electronic health records (EHRs)-based tools 

may be considered in implementing PPD-related interventions 

[22]. EHR data are routinely collected and contain a detailed 

history of health and health services utilization [8]. Moreover, 

models developed using EHR data can be potentially integrated 

within the EHR system as clinical decision support (CDS), 

allowing effective screening for expectant mothers at risk of 

developing PPD.  

In this study, we propose that machine learning algorithms can 

be applied to EHR data, containing information from the full 

three trimesters of pregnancy period to delivery, to construct a 

predictive model for PPD outcome. We performed a pilot study 

using six machine learning algorithms featuring longitudinal 

clinical information and patients’ socio-demographic 

characteristics. The overarching goal of this study is to 

demonstrate that machine learning models can be used to 

predict PPD, and to carefully evaluate the risk factors identified 

from EHR data. 

Methods 

Data 

In this study, we used EHRs from Weill Cornell Medicine and 

NewYork-Presbyterian Hospital from 2015 to 2017 as the data 

source. The study data are represented using Observational 

Medical Outcomes Partnership (OMOP) common data model 

[19] and include patient socio-demographics, timestamped 

outpatient and inpatient diagnoses, and timestamped 

medication prescriptions. 

Study population 

Pregnant women with a fully completed antenatal care 

procedure at the hospital and with a singleton birth were 

included in the study. The exclusion criteria were: (1) those 

with unknown pregnancy length of gestational weeks, (2) those 
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with missing information from at least one trimester during 

pregnancy. 

Outcomes and Predictors 

Clinical assessment of PPD was used as the outcome in this 

study. The main outcome was defined based on the Statistics 

Canada [3] and International Classification of Diseases, 10th 

Revision (ICD-10-CM) codes O99.3 and O99.34 as well as 

their ICD-9-CM equivalents for a diagnosis of PPD within 12 

months after childbirth.  We considered patients’ birthdate, 

race, maternal status, average body mass index (BMI), 

gestational week, and delivery type as time-independent 

predictors, and medication prescriptions and diagnoses at each 

clinical visit as the time-dependent predictors.  

Age was calculated as baseline age at the first visit of prenatal 

care. Marital status was extracted from unstructured clinical 

notes and categorized as single (unmarried, divorced and 

windowed), married, and unknown. Race groups included 

White, Asian, American Indian or Alaska Nation, Black or 

African American, Other combinations not described, and 

Unknown. We included Native Hawaiian, Other Pacific 

Islander, and other racial combinations as "Other combinations 

not described." Gestational weeks were computed using the 

delivery dates and gestational checkup weeks. The specific 

trimester of medication prescription and diagnoses were 

identified by the time interval between each event and delivery. 

We defined trimester of pregnancy as follows: first trimester (0-

12 weeks), second trimester (13-28 weeks), and third trimester 

(29 weeks- gestation). All diagnoses were represented as 

Systematized Nomenclature of Medicine-Clinical Terms 

(SNOMED-CT) codes. Medication and dosage were 

standardized by Anatomical Therapeutic Chemical (ATC) 

Classification System. 

In order to perform variable selection for the prediction model, 

we first selected the variables above the median frequency for 

all variables. Then, univariate logistic regression (LR) analyses 

were performed, in which factors with p-values below 0.05 

were assigned as potential predictive factors.  

Prediction model 

In this study, six machine learning models, including Support 

Vector Machine (SVM), Random Forest (RF), Naïve Bayes, 

L2-regularized LR, Extreme Gradient Boosting (XGBoost) and 

Decision Tree were used to build PPD prediction models. We 

evaluated each model’s performance using the area under the 

receiver-operator curve (AUC) in 10-fold cross validation. All 

machine learning and statistical analyses were performed with 

R version 3.4.3 (R Foundation for Statistical Computing, 

Vienna, Austria). 

SVM is a classifier which transforms input data into a 

multidimensional hyperplane using kernels to discriminate two 

classes [12]. RF is an ensemble learning method that operates 

by constructing a multitude of decision trees and outputting the 

class that is voted by a majority of the trees [4]. Naïve Bayes 

classifier uses the Bayes Theorem to predict membership 

probabilities for each class by assigning a class with the highest 

probability as the most likely class [33]. LR is a regression 

model with a binary dependent variable [2]. L2-regularized LR 

tunes and generalizes the model in order to balance the bias-

variance trade off [32]. XGBoost is a scalable tree boosting 

algorithm which trains a sequence of models to minimize errors 

made by existing models [24]. Lastly, Decision Tree predicts 

class membership by inferring decision rules from the training 

data. For all models, we applied an oversampling method to the 

training data as our outcome was imbalanced (see Table 1).    

Oversampling is a popular method in dealing with class 

imbalance problems, which changes the training sets by 

repeating instances in the minority training set [17]. 

Feature Importance 

In order to provide more interpretability to our model, we 

examined the association of predictors categorically with PPD. 

We compared models with different feature compositions (see 

Table 3). First, we examined the temporality of the features by 

grouping medication prescribed by trimesters. Then, we 

examined feature categories by building models with socio-

demographic information only, medication information only, 

diagnostic information only, and medication combined 

diagnostic information. Lastly, we built a model with only 

variables selected using the univariate LR. The Pearson 

correlation of variables was tested to prevent multicollinearity. 

If the correlation coefficients were greater than 0.8, variables 

were combined. Only variables whose associations with PPD 

were statistically significant were selected. Odds ratios with 

95% confidence intervals (CI) and p-values are presented in 

Table 4. 

Results 

Demographics 

Table 1 shows the characteristics of pregnant women with and 

without PPD. Results are presented as the mean ± standard 

deviation for continuous variables and N (%) for categorical 

variables. A p-value less than 0.05 is considered statistically 

significant in statistical analyses. Among the studied 

population, 9,980 episodes of pregnancy were identified. There 

was a significant difference in age between two groups using a 

student t-test. The mean age was 33.92 (SD 4.51) years old in 

non-PPD group and was 34.36 (SD 4.61) years old in the PPD 

group. The pre-pregnancy average BMI in PPD group is higher 

than that in non-PPD group. There were significant differences 

in race between the PPD and non-PPD groups using a Fisher 

exact test. The number of single mothers is higher in the PPD 

group than non-PPD group (23.15% vs. 15.96%). 

 

Table 1- Baseline Characteristics of Pregnant Women. 

Variables Non-PPD PPD 

N 9211 769

Age, years* 33.92 ± 4.51 34.36 ± 4.61

Pre-pregnancy BMI, kg/m2* 23.61 ± 4.41 23.93 ± 4.99

Race*  

White 4801(52.12) 478(62.16)

Asian 1455(15.80) 62(8.06)

American Indian or Alaska 

Nation
30(0.33) 3(0.39) 

Black or African American 492(5.34) 45(5.85)

Other combinations not 

described
1067(11.58) 90(11.70) 

Not known 1366(14.83) 93(12.09)

Marital Status*  

Single 1470(15.96) 178(23.15)

Married 4610(50.05) 416(54.10)

Not known 3131(33.99) 175(22.76)

Cesarean section*  

No 8352(90.67) 679(88.29)

Yes 859(9.33) 90(11.70)

*Significant statistical difference found between two groups. 
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Prediction Model Performance 

Table 2– Prediction Results. 

Machine learning 

technique 

AUC Sensitivity Specificity 

SVM 0.79 0.894 0.580

L2 LR 0.78 0.887 0.594

RF 0.78 0.959 0.391

Naïve Bayes 0.78 0.867 0.616

XGBoost 0.77 0.915 0.527

Decision Tree 0.69 0.986 0.386

 

In this study, prior to variable selection, 256 variables were 

extracted including socio-demographic characteristics, disease 

diagnoses, and medications across 3 trimesters. We then 

identified 98 potential predictors using univariate LR analyses. 

Among the selected variables, 71 variables were diagnoses and 

22 were medications. Results from the 6 machine learning 

models using all 98 predictors are shown in Table 2. AUC for 

different classifier was the highest with SVM (0.79), followed 

by L2-regularized LR (0.78), RF (0.78), Naïve Bayes (0.78), 

XGBoost (0.77), and the lowest was 0.69 for the Decision Tree. 

We further computed the sensitivity of different models. The 

Decision Tree had the highest sensitivity (98.6%), followed by 

the RF (95.9%), XGBoost (91.5%), SVM (89.4%), LR (88.7%) 

and naïve Bayes (86.7%). The specificity was highest for naïve 

Bayes (61.6%), followed by L2-regularized LR (59.4%), SVM 

(58.0%), XGBoost (52.7%) and Decision Tree (38.6%). 

Feature Importance 

Using SVM, the best performing model, we investigated model 

performance using different feature compositions, presented in 

Table 3. The AUC for the model using only 1st, 2nd and 3rd 

trimester information was 0.66, 0.64, and 0.65, respectively. 

The AUC for the model with variables in both 1st trimester and 

2nd trimester, 2nd trimester and 3rd trimester was 0.69 and 

0.72, respectively, both of which lower than the complete 

feature set. In addition, the AUC for the model with only 

demographic variables was 0.60. The AUCs for the diagnoses 

model or medication classes model were 0.72 and 0.65, 

respectively. When we combined medications and diagnoses 

together, the AUC increased to 0.76.  

 

Table 3– Prediction Results in Different Variable 

Combinations. 

Predictors AUC Sensitivity 

 

Specificity 

 

Trimesters  

1st 0.66 0.855 0.428

2nd 0.64 0.831 0.424

3rd 0.65 0.867 0.424

1st +2nd 0.69 0.908 0.307

2nd +3rd 0.72 0.854 0.524

   

Categories  

Demographic 0.60 0.551 0.609

Diagnose 0.72 0.850 0.560

Medication 0.65 0.882 0.389

Diagnose+ 

Medication 
0.76 0.875 0.577 

   

Logistic-selected 0.76 0.892 0.588

 

The univariate LR identified 26 predictors out of the 98 

predictors whose associations with PPD have significant and 

meaningful odds ratios for PPD (Table 4). The AUC using 26 

important features were lower than using the whole features. 

None of the reduced models performed as well as the full model 

(Table 3).  

 

Table 4– Association between Predictors and PPD.

Variables 

 
 

OR(95%CI) 

 

P 

 

Marital status  

Single REF 

Married 0.82(0.65,1.04) 0.096

Not known 0.58(0.45,0.76) <0.001

Race

White REF 

Asian 0.54(0.39,0.74) <0.001

American Indian or 

Alaska Nation
0.54(0.07,2.34) 0.475 

Black or African Ameri-

can
0.68(0.43,1.04) 0.084 

Other combinations not 

describe
0.82(0.62,1.07) 0.158 

Declined 0.95(0.71,1.25) 0.713

Diagnose

Anxiety 1st 10.49(6.22,17.75) <0.001

Depressive 

disorder
1st 18.58(9.73,35.93) <0.001 

Mental disorder 1st 4.04(1.34,12.02) 0.013

Obesity 1st 1.75(1.03,2.85) 0.031

Threatened 

miscarriage
1st 1.72(1.15,2.51) 0.007 

Abnormal weight 

gain
2nd 2.84(1.22,5.98) 0.010 

Anxiety 2nd 4.08(2.27,7.28) <0.001

Depressive 

disorder
2nd 4.35(1.30,15.71) 0.021 

Diarrhea 2nd 2.78(1.28,5.54) 0.006

Mental disorder 2nd 6.87(2.36,20.41) <0.001

Premature labor 2nd 5.20(1.92,12.75) 0.001

Muscle pain 2nd 3.74(1.35,9.05) 0.006

Vomiting of 

pregnancy
2nd 2.43(1.02,5.47) 0.037 

Anxiety 3rd 9.52(5.67,16.00) <0.001

Abdominal pain 3rd 1.71(1.08,2.62) 0.018

Backache 3rd 3.68(1.67,7.41) 0.001

Hypertensive 

disorder
3rd 3.24(1.49,6.76) 0.002 

Mental disorder 3rd 2.84(1.29,6.16) 0.009

Major depression,  

single episode
3rd 5.49(2.30,12.78) <0.001 

Palpitations 3rd 2.38(1.010,5.022) 0.033

Medication

Antidepressants 1st 13.47(7.58,24.13) <0.001

Antidepressants 2nd 10.84(4.86,25.08) <0.001

Antidepressants 3rd 24.21(12.39,49.20) <0.001

Anti-inflammatory 

agents
2nd 16.64(1.73,158.16) 0.009 

*SNOMED code: anxiety (48694002/197480006/21897009/ 

247808006/198288003), depressive disorder (35489007/ 

94631000119100), mental disorder (74732009/267320004/ 

199257008/199261002), obesity (414916001/171000119107/ 

415530009/238136002), threatened miscarriage (54048003/ 

73790007/75933004), abnormal weight gain (237288003), diarrhea 

(62315008), premature labor (282020008/6383007/ 49550006), mus-

cle pain (68962001), vomiting of pregnancy (90325002/422400008), 

backache (161891005), hypertensive disorder (38341003), major de-

pression,  single episode 
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(70747007/36923009/79298009/15639000/251000119105/43085200
1/76441001), palpitations (80313002). 

In Table 4, amongst factors related to diagnoses during 

pregnancy, obesity, anxiety, depressive disorder, and mental 

disorder, threatened miscarriage in 1st trimester; abnormal 

weight gain, anxiety, depressive disorder, diarrhea, mental 

disorder, premature labor, muscle pain, vomiting in 2nd 

trimester; and anxiety, abdominal pain, backache, hypertensive 

disorder, mental disorder, palpitations, major depression, and 

single episode in 3rd trimester were found to be associated with 

increased odds of PPD. Among medications, the use of 

antidepressants during pregnancy, and anti-inflammatory 

agents in 2nd trimester were associated with increased odds of 

PPD.  Among the predictors, hormone use had no associations 

with PPD, despite their mention in previous literature [30]. 

Discussion 

In this study, we employed 6 machine learning models to 

predict PPD using EHR data. Experimental results 

demonstrated the feasibility of our approach for PPD risk 

prediction based on information available during prenatal care 

in an EHR. We found several disease diagnoses and 

medications during pregnancy that potentially contribute to the 

prediction of PPD.  

The performances of the model using variables in one specific 

trimester only, both 1st and 2nd trimesters or both in 2nd and 3rd 

trimesters were not as good as using variables in whole prenatal 

care. Thus, our findings potentially suggest that screening 

should consider health and health service utilization throughout 

the pregnancy period. When we separated the variables into 

demographic variables, diagnoses variables, and medication 

variables, disease diagnoses had the best performance in 

predicting PPD. Although, using the combination of disease 

diagnoses with medication improved the performance in 

predicting PPD than using disease diagnoses alone. Again, 

more comprehensive information provides more improved 

prediction performance. 

Our data set included multiple features in EHR data. Although 

SVM had the best performance, the difference across the 

performance of SVM, L2-regularized LR, RF, Naïve Bayes, 

and XGBoost was minimal, although differences existed with 

respect to sensitivity and specificity. The AUC of the decision 

tree model was the lowest compared with the other five models. 

This may be explained by the tendency of the decision tree to 

depend on single variables in generating decision rules [13].  

Several associations found in our study are consistent with 

previous studies. These include race [16] as demographics and 

threatened abortion [6], prenatal mental disorder [15], in 

particular, diagnoses such as depression disorder, anxiety, and 

single episode major depression, backache in the 3rd trimester, 

and muscle pain in 2nd trimester [6]. Pain is often expressed as 

symptoms of depressive disorder [6]. Thus, our results indicate 

that there is a strong need for perinatal interventions to focus on 

expectant mothers’ mental health as prevention for PPD. 

Correspondingly, we found that antidepressant use across three 

trimesters is a strong predictor of PPD. The treatment of women 

with depression or other psychiatric diseases during pregnancy 

or postpartum is a complex clinical challenge [25]. A previous 

study reported that women who had antidepressant treatment 

during pregnancy were less likely to report postnatal depressive 

symptoms, compared with the nonmedicated counterpart [18]; 

however, discontinued antidepressant medications during 

pregnancy was a risk factor for PPD [11]. On the other hand, 

antidepressants used during pregnancy might be associated 

with gestational hypertension and preeclampsia [31]. We did 

not find analgesic as an independent risk factor for PPD, 

although its association was reported in previous literature [29]. 

We recognize that this is a pilot study and there are certain 

limitations in our current work. First, since we combined 

medications by ATC classes, we were not able to differentiate 

drug use by specific dosage levels. In future studies using larger 

data sets, we will identify and combine different sources of 

disease diagnoses, and consider the dose-response relationship 

with medications and PPD. Second, the machine learning 

methods used in this study are standard methods, and the 

oversampling method used to handle our imbalance data may 

have contributed to overfitting and impacted model 

performance [17]. More advanced machine learning methods 

such as the neural network models will be used to improve 

AUC in future work. Third, since we used EHRs from a single 

health system, our data may miss mothers diagnosed with PPD 

outside of our health system, as well as information on those 

who were seen by clinicians outside of our health system before 

their pregnancy. Future studies will try to leverage multi-site 

dataset to minimize missing and erroneous data points. Lastly, 

in this study, we aimed to predict PPD rather than evaluating 

the causal relationships between variables in the pregnancy 

period and PPD. Future studies will use causal inference 

methods to control for potential and time-dependent 

confounders. 

Conclusions 

In this pilot study, we demonstrate promising PPD prediction 

results using a machine learning approach with information on 

patient demographics, diagnoses, and medications available 

from EHRs. Our goal is to create an accurate PPD prediction 

model to identify risk factors for PPD and facilitate effective 

screening of mothers who may require early intervention for 

PPD using an EHR. We envision that the model may be 

integrated with the EHR system for a provider-facing CDS or 

with a mobile or web platform to be used as a patient-facing 

CDS in a future phase of the study. 
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