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Abstract 

Recently, the National Institutes of Health (NIH) published a 

chest X-ray image database named “ChestX-ray8”, which 

contains 108,948 X-ray images that are labeled with eight 

types of diseases. Identifying the pathologies from the clinical 

images is a challenging task even for human experts, and to 

develop computer-aided diagnosis systems to help humans 

identify the pathologies from images is an urgent need. In this 

study, we applied the deep learning methods to identify the 

cardiomegaly from the X-ray images. We tested our 

algorithms on a dataset containing 600 images, and obtained 

the best performance with an area under the curve (AUC) of 

0.87 using the transfer learning method. This result indicates 

the feasibility of developing computer-aided diagnosis systems 

for different pathologies from X-rays using deep learning 

techniques.  
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Introduction 

Cardiomegaly is a medical condition that indicates the 

enlarged heart. It can be an important sign of potentially 

severe heart diseases, such as high blood pressure, heart valve 

disease, heart muscle disease, pericardial effusion, and heart 

attack. Also, the cardiomegaly can increase the risks of several 

heart diseases, including the heart failure, cardiac arrest, blood 

clots in heart, and heart murmur [1]. It is estimated that there 

are more than 200,000 new cases of cardiomegaly every year 

in the US, which is an important health issue for the middle-

aged and senior population. The cardiomegaly is easier to treat 

if detected early, thus its early diagnosis is important. The 

chest X-ray, as one of the most frequently used examination in 

radiology, has been applied for several decades to detect and 

visualize the abnormalities of body organs [2-3]. It has been 

proven to be an effective diagnostic tool for pathological 

alterations, with additional advantages due to its noninvasive 

and low-cost characteristics [4]. Also, the X-ray is an 

important clinical diagnosis method for cardiomegaly [5].  

Distinguishing the different types of pathologies from the X-

ray is a challenging and tedious task even for domain experts 

[6]. Figure 1 shows the examples of X-rays in healthy and 

cardiomegaly condition. Only trivial differences exist between 

the two images. Thus,  it is meaningful to develop a computer-

aided detection method to facilitate the clinicians to accurately 

identify the X-ray images with cardiomegaly. Many related 

works have been done in developing such techniques in 

pathology detection field. Traditional image classification 

models have been applied in medical image classification and 

achieved satisfying performances. For instance, the Local 

Binary Patterns (LBP) [7-8] and the Bag-of-Visual-Words 

(BoVW) [9; 10] are two models widely applied to retrieve or 

classify the radiology images. In the LBP model, the images 

are usually divided into small cells of pixels, then the values 

of pixels in each cell are binarized. Next, the LBP histograms 

over each cell can be calculated as features passed to the 

classifier [10]. The BoVW is also called dictionary learning, it 

was proposed to mimic the visual processing by the human’s 

brain [10]. The BoVW is similar to the bag-of-words 

representation of text, it regards an image as a distribution of 

local descriptors. Those local patch descriptors can be color, 

texture, shape, and the most popular descriptor is the scale-

invariant feature transform (SIFT) [9-10].  

(a)  

(b)  

Figure 1–(a)X-ray Images for Patients without Cardiomegaly. 

(b) X-ray Images for Patients with Cardiomegaly. 

The deep neural networks have been widely applied in image 

processing area due to the development of new variant 

convolutional neural networks (CNNs) models [11-12] and 

modern hardware [13]. These models have reached promising 

performances for image classification tasks for the ImageNet 

Large Scale Visual Recognition Competition (ILSVRC) [14]. 

Also, these methods have been successfully applied in the 

processing of the medical images, including the detection of 

pleural effusion assessment on chest radiography, the lymph 

node detection on CT, brain segmentation, and assessing 

diabetic retinopathy [15]. Thus, our study explores the 

feasibility of using deep learning methods to identify the 

cardiomegaly from the X-ray images.  
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The deep learning methods are most effective when applied on 

large data sets, however, such large datasets are often not 

available in the medical field due to privacy issues [13]. 

Recently, the National Institutes of Health (NIH) published a 

new chest X-ray database called “ChestX-ray8”, which 

contains 108,948 frontal view X-ray images taken from 

32,717 unique patients. Natural language processing (NLP) 

techniques were used to annotate each image with eight 

disease labels from the associated radiological reports. The 

disease labels include atelectasis, cardiomegaly, effusion, 

infiltration, mass, nodule, pneumonia, and pneumothorax [16]. 

This annotated large dataset provided opportunities to 

developing computer-aided diagnosis (CAD) systems based 

on the deep learning methods. Initial experiments of image 

classification were conducted using this dataset [16]. They 

built a Deep Convolutional Neural Network (DCNN) 

architectures that used different ImageNet pre-trained models, 

i.e., AlexNet [11], GoogLeNet [12], VGGNet-16 [17] and 

ResNet-50 [18]. It is found that using the ResNet-50 pre-

trained model achieved the best results in identifying the 

cardiomegaly from the X-rays (AUC = 0.814).  

There are three pre-trained models we will use in this study, 

including the ResNet-50, InceptionV3, and Xception [19]. The 

ResNet-50 is a type of CNN model, and it was proposed to 

solve the problem that when the traditional CNN model has 

deeper layers, the performance would decrease in training and 

test set but not due to overfitting. Basically, ResNet-50 is a 

residual net with 50 layers. It can allow the model to go 

deeper, and enable smooth propagation and optimization [18]. 

This model won the first place on the ImageNet detection 

challenge. Compared to the traditional CNN models, the 

InceptionV3 has advantages that it can improve the overfitting 

problems of complex neural networks and reduce the 

parameters of the neural networks to reduce the computing 

cost. The core idea of InceptionV3 is to use convolution 

kernels with different sizes to extract features with different 

granularities from the images [12]. Xception was developed 

based on the InceptionV3 model, the depthwise separable 

convolution was introduced into the Xception model, which 

can process the spatial dimension and channel dimension of 

the image separately. Xception has roughly the same number 

of parameters as InceptionV3 and obtained better results on 

classification dataset consisting of 350 million images and 

over 17,000 classes [19]. In this work, we tried to identify the 

cardiomegaly from X-rays by combing three above-mentioned 

state-of-art pre-trained models based on ImageNet. We 

implemented the transfer learning method to integrate the 

three pre-trained models for identifying the cardiomegaly 

from X-rays.  

Methods 

Data Sources 

We used the “ChestX-ray8” database described previously. It 

comprises 108,948 frontal-view X-ray images from the year 

1992 to 2015. In this project, we selected 21,966 images in 

total. In 767 of the images they were labeled as 

“cardiomegaly” and the others were labeled as “healthy”. The 

whole dataset was divided into a training and a testing set. The 

training set contains 467 images labeled with “cardiomegaly” 

and 20,899 images labeled with “healthy”. The testing set 

contains 300 images for both “cardiomegaly” and “healthy” 

categories. We split the training and testing set in this way due 

to the limited number of images labeled with “cardiomegaly”. 

Image Pre-processing 

Three groups of images were used in our experiments. The 

first group contains the original image set. For the second 

group, two steps were implemented to preprocess the original 

image set. The first step is to crop the image based on the 

characteristics of cardiomegaly. Since cardiomegaly is closely 

related to the shapes and sizes of heart and breastbone. We 

tried to crop the unnecessary background to highlight the heart 

area. The dimension of the original image is 1024 � 1024. We 

crop all the images into the dimension of 800 �  800. The 

second step is to do the histogram equalization for all images 

[20]. Histogram equalization is a frequently used method for 

image contrast enhancement. It uses the cumulative 

distribution function to map the original image histogram to a 

new image histogram. It stretches the grayscale of the image 

by normalization. For the third group of images, we 

transformed the second group of images that contain three 

color channels into gray-scale images with one color channel. 

Transfer Learning  

We implemented transfer learning for the image classification 

task. It is usually unpractical to train the CNN from the 

beginning because of the insufficient data size and computing 

power. Thus, the transfer learning becomes an effective 

method in the image processing domain that could take the 

advantages of the well-developed models to solve new tasks 

[21]. Transfer learning mainly has two types when dealing 

with imaging processing problems. First, a pre-trained model 

can be used as the feature extractor for the new dataset. Once 

the features are extracted, a linear classifier can be trained for 

the new task. The second type is to retrain the fully-connected 

layer on top of the CNN on the new dataset while to fine-tune 

the weights of the pre-trained network through 

backpropagation. Considering the limited computing power 

and the size of our dataset, we used the first method in our 

study. Three models with weights pre-trained on ImageNet, 

including the InceptionV3 [10], ResNet50 [12] and Xception 

[19], were applied to extract the features from the training set 

of X-ray images and trained a classifier based on the different 

combinations of the features. The pipeline of our experiment 

was shown in Figure 2. Basically, for each experiment group,  

Figure 2–The Experiment Pipeline for Transfer Learning.  

we used the three pre-trained models to extract the features, 

and trained the classifiers based on features extracted by one 
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model, different combinations of two models and the 

combination of three models.  
Evaluation 

We evaluated the performances of the trained classifiers using 

different combinations of features extracted by the pre-trained 

models as illustrated in Figure 2. We also tested the scaled and 

non-scaled features as the comparison. We used the accuracy, 

F-1 score and the area under the curve (AUC) to evaluate the 

classification results using the test set mentioned previously.  

Results 

Images after Pre-processing 

Examples of images labeled healthy and cardiomegaly from 

three experiment groups are shown in Figure 3. The original 

images, cropped images that focus on the heart area, images 

after histogram equalization based on cropped images, and 

one-channel gray-scale image based on all the previous 

operations are shown in order. After cropping, many unrelated 

areas could be removed. The histogram equalization highlights 

the heart area, which could help the following image 

classification task. 

 

 

Figure 3– X-ray Images after Cropping and Histogram 

Equalization.  

Classification Results Using Different Pre-trained Models 

The results for identifying cardiomegaly from X-ray images 

are shown in table 1-3. For each experiment group, the results 

using separate and combined pre-trained models are listed. 

The scaled features were compared with non-scaled features. 

Table 1– Image Classification Results for Group 1  

Model Accuracy F-1 Score Scaled-feature 

InceptionV3 0.725 0.720 Yes

InceptionV3 0.792 0.790 No

ResNet-50 0.695 0.690 Yes

ResNet-50 0.747 0.740 No

Xception 0.673 0.670 Yes

Xception 0.712 0.700 No

InceptionV3

&ResNet-50

0.750 0.750 Yes 

InceptionV3

&ResNet-50

0.778 0.780 No 

InceptionV3

&ResNet-50 

&Xception

0.735 0.730 Yes 

InceptionV3

&ResNet-50 

&Xception

0.782 0.780 No 

Table 2– Image Classification Results for Group 2 

Model Accuracy F-1 Score Scaled-feature 

InceptionV3 0.723 0.720 Yes

InceptionV3 0.795 0.790 No

ResNet-50 0.693 0.690 Yes

ResNet-50 0.765 0.760 No

Xception 0.655 0.650 Yes

Xception 0.708 0.700 No

InceptionV3

&ResNet-50

0.737 0.740 Yes 

InceptionV3

&ResNet-50 

0.797 0.800 No 

InceptionV3

&ResNet-50 

&Xception 

0.726 0.720 Yes 

InceptionV3

&ResNet-50 

&Xception

0.792 0.790 No 

 

After initial experiments, we found that the Xception model 

always had the worst performances and did not improve the 

performances in combined features. Thus, we stopped using 

Xception model separately in group 3.  

Table 3– Image Classification Results for Group 3 

Model Accuracy F-1 Score Scaled-feature 

InceptionV3 0.715 0.710 Yes

InceptionV3 0.782 0.780 No

InceptionV3

&ResNet-50

0.748 0.750 Yes 

InceptionV3

&ResNet-50

0.793 0.790 No 

InceptionV3

&ResNet-50 

&Xception

0.715 0.710 Yes 

InceptionV3

&ResNet-50 

&Xception

0.790 0.790 No 
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Figure 4–The Selected Best ROC Curves in Experiments. 

The group 1 used original images, the features extracted by 

the combination of InceptionV3obtained the best results (F-1 

= 0.79). The images in group 2 were cropped and stretched 

through histogram equalization. The combination of 

InceptionV3 and ResNet-50 models obtained the best results 

(F-1 = 0.800). The group 3 used gray-scale image with only 

one color channel. The combination of InceptionV3 and 

ResNet-50 models and the combination of InceptionV3, 

ResNet-50, and X-ception both reached the best results (F-1 = 

0.790).  

The selected best ROC curves are shown in Figure 4. The 

upper figure shows the ROC curve for using the only 

InceptionV3 model in group 3, and the lower figure shows the 

ROC curve for using the combination of InceptionV3 and 

ResNet-50 models in group 2. Our best performing 

experiment obtains the AUC = 0.860. Both the individual 

InceptionV3 model and the combination of InceptionV3 and 

ResNet-50 models reach the best results. The performances of 

experiments using the Xception model are not ideal, usually 

with F-1 around 0.700.  

Discussion 

This study explores the feasibility of applying transfer 

learning methods to identify the cardiomegaly from X-ray 

images. We used the pre-trained CNN models based on the 

ImageNet to extract the features from the X-ray images and 

obtained promising results (AUC = 0.860). In Wang’s et al. 

work [16], they used the ResNet-50 model and tried to finish 

the similar task. They obtained the best result with AUC = 

0.814 for identifying the cardiomegaly disease from X-ray 

images. Our method out-performed their results. Although the 

experimental scenarios are not identical, our task is binary 

classification while their task is multi-classification.  

The three pre-trained CNN models in our study are 

InceptionV3, ResNet-50, and Xception. When using the model 

separately, the features extracted by the InceptionV3 obtained 

the best performances in all experiment groups, while the 

Xception is not proper for the X-ray images compared to 

others. The combination of InceptionV3 and ResNet-50 

models slightly improve the performances. The best F-1 score 

is 0.800 and AUC is 0.860 using the combination of the two 

models. However, using the combined features does not mean 

better results. In group 1, the InceptionV3 itself has the 

highest accuracy than other combined models.  

We used three experiment groups in the study, each group has 

images with different pre-processing methods. All the pre-

processing steps used classic methods and obtained better 

images visually. However, the results show that compared 

with the average accuracy and F-1 score, there’s no much 

difference among three groups, which indicates the pre-trained 

CNN models extract the features in a way that not influence 

by the image pre-processing process used in the study. 

Considering the property of X-ray images and the 

cardiomegaly disease, we also tried other pre-processing 

methods. For instance, to highlight the edges of the images, 

however, due to the unstable qualities of the images, the 

method cannot apply to all the images. Figure 5 shows the 

effect of the edge detection, the upper images show successful 

examples of pre-processing to highlight the breastbone and 

heart area, while the lower images show the bad examples. 

Since the quality of the X-ray images varies a lot, more 

powerful image pre-processing methods would be necessary 

to improve the results in future studies. Besides, the 

normalization of extracted features was conducted in all 

experiment groups. Usually, the feature normalization would 

improve the performances of neural networks in image 

classification, since it could reduce the noise of the images by 

bringing the intensity values to the normal distribution. We 

used the 0-1 normalization in the study, however, it has side-

effects and harms the performances of the model.   

 

 

Figure 5–Successful and Failed Edge Detection Examples. 

Limitations & Future Work 

There are mainly two limitations for the study. First, is the 

unbalanced dataset. We have 767 X-ray images labeled with 

“cardiomegaly” and 20,899 images labeled with “healthy”. 

Considering the difficulty of obtaining the annotated X-ray 

images, it is already the most comprehensive dataset we could 

obtain. The second limitation is related to the transfer learning 

method. We used the pre-trained CNN models based on the 
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ImageNet. Theoretically, these models only work best when 

our dataset is similar to ImageNet data. The ImageNet data 

contains over 14 million images in our daily life, but the X-ray 

image is a special type of image. Currently, there’s no pre-

trained model based on X-ray images. In the future, we will 

try to improve the performance by retraining the Inception V3 

model. Also, we plan to work with the clinical department to 

evaluate if our method could improve the efficiency of manual 

review of X-Rays in clinical settings.  

Conclusions 

In this study, we applied the transfer learning method to 

identify the cardiomegaly from X-ray images. We obtained 

the best performance using the combination of InceptionV3 

and ResNet-50 pre-trained models, with AUC of 0.860 that 

surpass the state-of-the-art results in related work. This result 

shows the feasibility of using transfer learning methods to 

develop the CAD system for X-rays.  
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