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Abstract 

Cardiovascular disease is prevalent and associated with 
significant mortality rate. Robust lifetime risk stratification for 
cardiovascular disease is important for effective prevention, 
early diagnoses, targeted intervention, and improved 
prognosis. Health disparities, manifested as socio-behavioral 
factors, are believed to have multiple effects throughout life 
with great complexity. Multiple studies investigated lifetime 
cardiovascular-related mortality risk prediction focusing on 
subjects’ pathophysiology and intervention profiles. In this 
study, we applied machine learning algorithms and focused on 
integrating socio-behavioral factors to pathophysiology and 
intervention profiles to predict cardiovascular-related 
mortality risk. Our results showed that multiple machine 
learning algorithms can predict risk with reasonable accuracy, 
using mixed types of features. Particularly, socio-behavioral 
factors contributed significantly to the improved accuracy of 
mortality risk prediction. Feature analysis identified the odds 
ratio of socio-behavioral factors for cardiovascular-related 
mortality and offered  potential insights on how they impact 
subjects’ long-term outcomes. Our results call for further 
investigation of this important topic. 
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Introduction 

Cardiovascular Disease (CVD) is a major cause of disability 
and premature death throughout the world and substantially 
contributes to the escalating costs of health care, mortality, and 
morbidity [1]. According to the report from World Health 
Organization, an estimated 17.9 million people died from 
CVDs in 2016, representing 31% of all global deaths [2].  In the 
US, the mortality of cardiovascular disease is as high as 0.25 
(95% CI 0.10-0.63) [3].  In order to reduce the physical, 
emotional, and economical burden caused by cardiovascular-
related mortality, it is important to develop robust lifetime risk 
stratification algorithm that is accurate and that generalizes at a 
population level. 
Previous studies revealed the association between 
cardiovascular disease and demographics, physiology, 
comorbidity, and medication features, such as body mass index 
[4], chronic kidney diseases [5], hypertension and obesity [6], 
anemia [7], etc. Social determinants and behavioral factors, 
such as education level, income level, smoking status, and diet 
habit, act upon populations at all times, and they have also been 
found to  have wide-ranging health related effects across the life 
course of a population [8, 9]. For example, higher income is 

linked to better health outcomes, including lower prevalence of 
cardiovascular disease and lower mortality risk among 
populations with cardiovascular disease. With growing 
awareness of their importance, previous studies have explored 
relationships between social determinants and risks for 
developing cardiovascular diseases [10-13]. In addition to 
social determinants, behavioral factors,  such as diet [14-16] 
and physical activity [17, 18], are investigated to be related to 
various mortality and cardiovascular-related outcomes. For 
example, poor diet, lack of physical activity, and cigarette 
smoking are all linked to premature deaths [19]. Unfortunately, 
a majority of existing studies focused on linking social and 
behavioral factors to risks for developing specific diseases, 
leaving systematic analysis on these factors’ relations with 
mortality risks a largely uncharted territory. On the other hand, 
pooling the social determinants and behavioral factors together 
and utilizing more powerful approaches, such as machine 
learning [20-22], may shed more light on the landscape and 
yield a more robust mortality-risk prediction model.  
In this study, we apply different machine learning models to 
predict cardiovascular-related mortality risks by integrating 
social behavioral factors with subjects’ pathophysiology and 
intervention profiles as features. We aim to provide  a  
comprehensive understanding  of  the socio-behavioral 
landscape and use the additional knowledge to improve 
cardiovascular-related mortality prediction. Our results 
demonstrate the impact of social and behavioral factors on 
cardiovascular health at population level and the feasibility 
towards more robust lifetime risk stratification by integrating 
them. 

Methods 

Study population 

In this study, we used data from The Cardiovascular Disease 
Life Risk Pooling Project (LRPP) [23]. LRPP was designed as 
an individual-level pooled dataset from 20 US community-
based cardiovascular disease cohorts that include 
demographics, physiological test results, medication status, 
socio-behavioral factors, and mortality indicators (for mortality 
of cardiovascular disease, coronary heart disease, and mortality 
resulting from all causes). From the overall sample size of 
1,097,178 observations of 277,296 subjects, 40,711 completed 
cases with all predicting features available were selected for 
each mortality in this study. Shown in Table 1 is the data 
distribution after splitting training and test set into 
approximately 7:3 ratio. 
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Table 1– Data distribution 

 Training set Test set All data 

 Total Death 
Non-
event 

% 
death Total Death 

Non-
event 

% 
death Total Death 

Non-
event %death 

CVD 28,497 1,772 26,725 6.22% 12,214 846 11,368 6.93% 40,711 2,618 38,093 6.43% 
CHD 28,497 1,772 26,725 6.22% 12,214 846 11,368 6.93% 40,711 2,618 38,093 6.43% 
TOT 28,497 6,048 22,449 21.22% 12,214 2,703 9,511 22.14% 40,711 8,751 31,960 21.50% 

CVD: mortality due to cardiovascular diseases; CHD: mortality due to coronery heart disease; TOT: all causes mortality 

Statistical analysis 

In total, 25 features were chosen from the entire LRPP dataset. 
They belong  to the following domains: demographics, 
physiological test results, medication status, and socio-
behavioral factors. Features were grouped into 3 different 
combinations, physiological test result (Phy), physiological test 
results combined with medication status (Phy+Med), and 
further including socio-behavioral factors (Phy+Med+Soc). 
While demographics were included in each group (Table 2). 
Four supervised machine learning algorithms were applied for 
prediction of the three outcomes, including Naïve Bayes (NB), 
Logistic Regression (LR), Linear Support Vector Machine 
(SVM), and Random Forest (RF). Training and test set were 
split to approximately 7:3. Due to the imbalance of the data 
(incidence rate at approximately 6%), parameter ‘class_weight’ 
was set to ‘balanced’ for LR, SVM and RF. To reduce over-
fitting and variance, five-fold cross validation was performed 
on training set. Best parameters for each model, tuned through 
cross validation, were then applied on test set to evaluate the 
predictive performance of each classifier. The area under the 
receiver operating characteristic curve (AUC) as well as 
predicted probability were acquired from each algorithm. 
The AUCs of the three models are shown in Table 3, ranging 
from the lowest to the highest. Considering that the distribution 

of the predicted probability was unknown, permutation test [24] 
was applied to explore the difference between the probability 
of correct prediction of every two models (ie. tested between 
Phy and Phy + Med, Phy+Med and Phy+Med+Soc). 
In RF, coefficient ‘feature_importance’ was extracted to 
identify the importances of features. Generalized linear 
regression (logit link function) was employed to find the odds 
ratio (OR) to evaluate risk for mortality of each socio-
behavioral factor. Data cleaning, permutation test, and 
generalized linear regression were performed by R 3.3.1. ‘scikit 
learn’ package was used for machine learning algorithms. 

Results 

AUCs of different algorithms and models 

Table 3 shows the AUCs yielded from each of the four machine 
learning algorithms as applied to predict the three outcomes, 
with the three combination of the features. P-value 1 was 
derived from the permutation test between the feature 
combination of Phy and Phy+Med, while P-value 2 shows the 
significance of difference between the feature combination of 
Phy+Med and Phy+Med+Soc. Result demonstrates that AUCs 
are in a range from 0.7263 to 0.8941 across all the models. 

Table 2– Predictors features 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Categories Variable names Description 

Demographics 
SEX Gender 
AGE Calculated age at exam, round to 0 .1  
BMI Body mass index, kg/m2 

Physiological tests 
 

SBP Systolic blood pressure, mmHg 
DBP Diastolic blood pressure, mmHg 
LDLCHL LDL cholesterol, mg/dL 
HDLCHL HDL cholesterol, mg/dL 
TOTCHL Total cholesterol, mg/dL 
TRIGLY Triglycerides, mg/dL 
GLU Glucose level 
CVD_BASELINE Prevalent of cardiovascular disease at enrollment  

Medication statues 
HXDIAB Diabetic Medication Status  
RXCHL Medication of lowering lipid 
RXHYP Medication of anti-hypertension 

Socio-behavioral factors 

RACE Race/ethnicity 
EDU School education  
SMOKER Current smoker 
FORSMOKER Former smoker  
DRINKER Current drinker 
ALCO_ML_DAY Alcohol intake, mL /day 
DASH Dietary Approaches to Stop Hypertension score 
aHEI Alternate Healthy Eating Index score 2010 
aMed Alternate Med diet score (all cohorts median) 
primary PA Primary physical activity 
MVPA Moderate to vigorous physical activity 

Outcomes 
CVD_DTH Death caused by cardiovascular diseases 
CHD_DTH Death caused by coronary heart disease   
TOT_DTH All causes death 
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Table 3– AUCs of the three models and four algorithms 

 Phy PM P-val 1 PMS P-val 2 

Mortality due to cardiovascular disease 
NB 0.7436 0.7579 0.001 0.8048 0.010 
LR 0.8510 0.8554 0.001 0.8752 0.001 
SVM 0.8510 0.8558 0.298 0.8754 0.001 
RF 0.8461 0.8535 0.001 0.8941 0.001 
Mortality due to coronary heart disease 
NB 0.7436 0.7579 0.001 0.8048 0.010 
LR 0.8510 0.8554 0.001 0.8752 0.001 
SVM 0.8510 0.8558 0.298 0.8754 0.001 
RF 0.8461 0.8535 0.001 0.8941 0.001 
Mortality result from all causes  
NB 0.7263 0.7349 0.001 0.7864 0.001 
LR 0.8214 0.8247 0.001 0.8541 0.001 
SVM 0.8208 0.8241 0.001 0.8538 0.001 
RF 0.8325 0.8393 0.001 0.8921 0.001 

PM: combination of Phy+Med; PMS: combination of 
Phy+Med+Soc  

Considering NB algorithm as the baseline, overall result 
illustrates significant improvement in AUCs when applying 
LR, SVM, and RF algorithms. The Phy combination consisted 
of the 11 features from Demographics and Physiological tests 
categories. NB algorithm provided AUCs between 0.7263 and 
0.7436 based on these features. RF showed a better 
performance within this combination that yielded AUCs of 
0.8461 for prediction of mortality risk of CVD and CHD. The 
most promising algorithms for this model were LR and SVM 

which achieved AUCs of 0.8510 for prediction regarding CVD 
and CHD mortality. When adding the Medication status to the 
feature collection, we observed an elevation in all AUCs 
compared to the Phy model. Meanwhile, p-values ( 0.001) 
generated from permutation test also confirmed the statistically 
significant improvement on the probability of correct 
prediction, except for SVM algorithm for CVD and CHD 
mortality risk prediction.  Last but not least, much better 
performance was observed when integrating the Socio-
behavioral factors into the  feature combination. All AUCs 
yielded from RF algorithm became above 0.80, the highest 
AUC reached 0.8941. Comparing the AUCs to the previous 
model, this model with socio-behavioral factors demonstrated 
the best performance. Results from permutation test for 
difference between the correct prediction probability of 
Phy+Med and Phy+Med+Soc also helped verify the significant 
improvement. 

Feature analysis 

Shown in Figure 1 are the feature importances derived from RF 
for different feature combinations. In the combinations without 
socio-behavioral factors (Phy and Phy+Med), age served as the 
most important feature for classification. Blood pressure, BMI, 
triglycerides level, and the three kinds of cholesterol levels also 
played relatively important roles in the first two Phy and 
Phy+Med [25]. The pattern was different in the third feature 
combination (Phy+Med+Soc), race performed as the most 
important feature for all three outcomes, followed by age and 
SBP. Meanwhile, aHEI score also appeared to be an essential 
feature for classification. Other important factors shown in the 
previous two feature combinations still remained on top. 

 

 

 
Figure 1– Feature importances for different feature combinations derived from Random Forest.  

For combination Phy+Med+Soc,only the first 15 highest ranked features were shown in the figure.
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Discussions, Limitations and Future Work 

With machine learning approaches, we were able to detect the 
hidden patterns within larg-scale data. Among the four 
algorithms applied in this study, LR, SVM and RF 
demonstrated reasonable accuracy. Among them, RF appeared 
to be the best for solving the current problem.  
Significant improvements were observed from those machine 
learning configurations when adding socio-behavioral factors 
as well as medication status into predicting models. It should 
not be surprising to observe medication status (BP medication, 
lipids medication, and DM medication) as an important 
predictor, since only the subjects with such health disorders 
would take the medicine. Meanwhile, blood pressure disorders 
[26, 27], dyslipidemia [28, 29], and diabetes mellitus [30] were 
also found to be physiologically related with mortality caused 
by cardiovascular diseases. Eleven socio-behavioral factors 
were integrated to the previous models, covered the aspects of  
race, education, smoking, diet, and physical activity. To 
understand which sociobehavioral factors in particular have a 
higher risk for cardiovascular-related mortality, a further 
general linear regression (logit link function) was performed 
(Table 4). Comparing to Asian, subjects with race in African 
American and White were found to have odds ratio greater than 
1 with p-values satisfying significant level, which indicates a 
higher mortality risk for African American and White 
population. Moreover, current smokers also experienced a 
higher risk than those who were not currently smoking. 
Compared with the educational level below, high school, higher 
educational level (high school or above) reduces the risk. 
Subjects with higher dietary scores (DASH and aHEI) were also 
found to be undertaking higher risk.  
Previous studies with consideration of social factors were 
generally focused on social determinants [31] while ignored the 
importance of behavior. This study showed that socio-
behavioral factors, such as smoking and diet, can also be 
essential predictors for mortality risk of cardiovascular diseases 
and is worthwhile to be included into predictive models. 
Similarly, socio-behavioral factors might also be worth 
considering for risk prediction of other health outcomes.  

The LRPP study is a pooled project from a large variety of 
cohorts. Therefore, missing rate is relatively high for part of the 
features especially the socio-behavioral factors. This limited the 
size of training and test set and likely introduced biases. In 
future work, we will use modern imputation methods [32-34] to 
impute the missing data and scale our analysis on larger cohorts.   
Continuing from what we found in this study, we are planning 
to perform further analysis considering time sequence.  With 
the dimension of time, we will generate more sophisticated 
models for prediction. At the same time, the approaches we 
demonstrated in this study could be applied to other CVD 
outcomes as well as other diseases. 

Conclusions 

In the present study, we applied multiple machine learning 
algorithms and integrated socio-behavioral factors with 
pathophysiology and medication profiles of subjects to predict 
cardiovascular-related mortality. All the machine learning 
algorithms, including Naïve Bayes, Logistic Regression, Linear 
Support Vector Machine, and Random Forest yielded 
reasonable accuracy. In addition to pathophysiological and 
interventional profiles, socio-behavioral factors were also 
included as predictive features. Integration of socio-behavioral 
factors brought statistically significant improvement of the all 
three mortality risk predictions, including the risk of mortality 
due to cardiovascular diseases, coronary heart disease, and 
mortality resulting from all causes. In the overall analysis, age, 
race, and blood pressure were found to be relatively more 
important for the prediction. While in the analysis for odds ratio 
of socio-behavioral factors, race, educational level, smoking, 
and diet were found to have significant impact on 
cardiovascular-related outcomes. 
Given that socio-behavioral factors manifested long-term 
impacts on the health outcome disparities, we expect more 
exciting and promising developments of robust lifetime risk 
prediction algorithms with tighter integration of socio-
behavioral factors to inform policy making and improve the 
population health and longevity.  

Table 4 – Odds ratio and significance of socio-behavioral factors 

* :  <0.05;  ** : <0.01; *** : <0.001

Features OR for CVD_DTH P-value OR for CHD_DTH P-value OR for TOT_DTH P-value 
RACE_ASIAN (reference group) 
RACE_BLACK 1.7074 0.001*** 1.7074 0.001*** 2.6543 0.000*** 
RACE_HISPANIC 0.7668 0.173 0.7668 0.173 0.8067 0.059 
RACE_OTHER 0.5646 0.476 0.5646 0.476 1.6610 0.399 
RACE_WHITE 1.9269 0.000*** 1.9269 0.000*** 2.7296 0.000*** 
EDU < HIGH SCHOOL (reference group) 
EDU > HIGH SCHOOL 0.6655 0.000*** 0.6655 0.000*** 0.5489 0.000*** 
EDU_HIGH SHCOOL 0.7089 0.000*** 0.7089 0.000*** 0.6733 0.000*** 
SMOKER_0 (reference group) 
SMOKER_1 1.6952 0.000*** 1.6952 0.000*** 2.6555 0.000*** 
FORSMOKER_0 (reference group) 
FORSMOKER_1 1.0318 0.549 1.0318 0.549 1.3092 0.000*** 
DRINKER_0 (reference group) 
DRINKER_1 0.8913 0.503 0.8913 0.503 1.1589 0.037* 
ALCO_ML_DAY 1.0036 0.235 1.0036 0.235 1.0027 0.043 
DASH 1.0651 0.000*** 1.0651 0.000*** 1.0657 0.000*** 
aHEI 0.9540 0.000*** 0.9540 0.000*** 0.9531 0.000*** 
aMed 1.0326 0.098 1.0326 0.098 1.0590 0.000*** 
primaryPA 0.9526 0.109 0.9526 0.109 0.8895 0.000*** 
MVPA 1.0416 0.164 1.0416 0.164 1.0130 0.495 
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