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Abstract 

Kidney transplantation is recommended for patients with End-

Stage Renal Disease (ESRD). However, complications, such 

as graft rejection are hard to predict due to donor and 

recipient variability. This study discusses the role of machine 

learning (ML) in predicting graft rejection following kidney 

transplantation, by reviewing the available related literature. 

PubMed, DBLP, and Scopus databases were searched to 

identify studies that utilized ML methods, in predicting 

outcome following kidney transplants. Fourteen studies were 

included. This study reviewed the deployment of ML in 

109,317 kidney transplant patients from 14 studies. We 

extracted five different ML algorithms from reviewed studies. 

Decision Tree (DT) algorithms revealed slightly higher 

performance with overall mean Area Under the Curve (AUC) 

for DT (79.5% + 0.06) was higher than Artificial Neural 

Network (ANN) (78.2% + 0.08). For predicting graft 

rejection, ANN and DT were at the top among ML models that 

had higher accuracy and AUC. 
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Introduction 

Kidney transplantation provides high-quality life years to 

patients with ESRD. Outcomes following kidney 

transplantation are evaluated by renal function and graft 

rejection.  Recipients’ clinical status and outcomes after the 

transplant are influenced by recipients’ ages, Human 

Leukocyte Antigen (HLA) matching, HLA immunization, 

ethnic background, time on dialysis, and cardiovascular 

comorbidities [10; 19]. 

Graft rejection is the most common problem for kidney 

transplant recipients. Antibody-mediated rejection requires a 

distinct therapy as compared to the therapy for usual T-cell-

mediated acute rejection. Renal function, based on estimated 

Glomerular Filtration Rate (GFR) and/or proteinuria values, is 

a result of these factors. Renal function impairment, whether 

in a stable condition or as a progressing dysfunction, also has 

an impact. Confirmation of graft rejection needs renal biopsy, 

which in turn requires expenditure and time. Antibiotics and 

immunosuppressive drugs could decrease acute graft rejection 

incidence, but chronic graft rejection is still a major problem 

[7; 28]. Specific and nonspecific (diabetes, nephrotoxicity, 

infection and cancer) conditions could have significant 

negative long-term consequences [23]. 

Due to the increased availability clinical data and rapid 

development of computing technology, artificial inteligence 

(AI) has been successfully applied in the healthcare domain. 

AI uses advanced learning algorithms to analyze large 

volumes of healthcare data that facilitates decision making in 

clinical practice. Various forms of clinical data (such as, 

diagnosis, screening, and treatment assignment) can be used as 

training data before AI systems can be applied in daily 

healthcare settings. By doing so, the system can learn and 

apply AI to similar groups of subjects, associations between 

subject features, and outcomes of interest. Training data is not 

only limited to clinical data, but it also includes demographics, 

medical notes, electronic recordings from medical devices, 

physical examinations, and clinical laboratory and images 

[15]. 

Machine learning (ML) techniques are used for specific 

purposes. Each unique feature of ML can be used for a 

different function, therefore different results may be obtained 

with different ML models. In the literature review, we did not 

come across any meta-analysis study specifically evaluating 

the use of ML algorithms for predicting kidney transplant 

outcomes [17]. The objectives of this study are: (1) to review 

the role of ML in predicting graft rejection following kidney 

transplantation, and (2) to specifically identify ML algorithms 

that have a higher accuracy and performance for predicting 

graft rejection following kidney transplantation, reported in 

the literature. 

Methods 

This review paper followed the flowchart and checklist 

provided by Preferred Reporting Items for Systematic 

Reviews and Meta-Analyses (PRISMA) statement [24]. 

Search Strategy and Data Sources 

In order to get accurate results from the vast biomedical and 

health research databases—PubMed and Scopus, we used 

combined search keywords, such as “kidney transplants AND 

machine learning”, “kidney transplants AND data mining”, 

and “kidney transplants AND artificial intelligence”. For 

covering the domain of computer science, we also used 

DBLP, which is a database for scientific journals in the field 

of computer science that are not yet indexed by PubMed, 

although the proposed published methods are applied on 

biomedical datasets [16]. In DBLP, we used the keyword 

“kidney transplants” to get all the related studies with this 

specific search criterion. We included all studies found in the 
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literature until July 9, 2018, and checked for duplicate 

findings. 

Eligibility Criteria 

The articles were included based on the following criteria:  

1. Written in English. 

2. Using ML techniques to predict graft rejection in 

patients who had undergone kidney transplantations. 

3. Building model extracted on medical record (eg. renal 

registry). 

Articles were excluded based on the following criteria: 

1. Used features other than clinical features extracted 

from medical record (eg. –omics features, radiological 

imaging). 

2. Using ML techniques other than graft rejection 

prediction purpose. 

3. Did not mention the result of ML performance. 

Data Extraction and Synthesis 

The selected studies were summarized based on the author 

name, year of publication, number of patients, dataset details, 

types of input variables, used ML techniques, and also 

validation method. The aim of the summarizing process was to 

get a detailed description of each ML model generated by the 

studies. Performance of the ML models was also recorded by 

mentioning each performance metric (accuracy and AUC). 

Comparison of each ML techniques was analyzed based on a 

previous study done by Malhotra [22]. Performance was 

visualized for each ML techniques and performance metrics. 

Results 

By applying inclusion and exclusion criteria mentioned above, 

14 articles were identified for detailed study analysis (Figure 

1). 

Datasets and Patients 

From 14 selected studies, most studies used publicly available 

datasets, such as United States Renal Data System (USRDS), 

United Network for Organ Sharing (UNOS) and the 

Eurotransplant database. While other studies used self 

collected data from cohorts hosted by their organizations. 

Table 2 describes the datasets and number of patients used in 

each study. Number of patients used in studies ranged from 80 

to 57,389. A total of 109,317 patients were described in this 

study. 

USRDS is a national data system that collects, analyzes, and  

distributes information about ESRD and CKD in United States 

population [4]. It collects data on patient demographic 

characteristics, contact information, treatment, laboratory 

values, quality-of-life survey interviews and nutrition survey 

interviews for dialysis patients, and also facilitates data 

sharing by filling request form provided in their web page [9]. 

UNOS  is a private, non-profit organization based in US 

focused on organ transplant procurement by maintaining 

contact with volunteers. UNOS also maintains Organ 

Procurement and Transplantation Network which contains 

pre-transplant data pertains to transplant candidates [3].  

ANZDATA is a registry that holds records of the incidence, 

prevalence and outcome of dialysis and transplant treatment 

for patients with end stage renal failure in Australia and New 

Zealand population [1]. Like UNOS, Eurotransplant is also a 

non-profit organization that facilitates procurement organ 

transplant across Europe, especially post-mortem donor 

organs. It collects various data both from the donors’ side and 

the recipients’ side along with the outcomes of procedures [2]. 

The other included studies collected longitudinal data of 

kidney transplantation from local organization (e.g. teaching 

hospital) in order to conduct their research. 

 

 

Figure 1. PRISMA Flow Diagram for Study Selection Process 

 

ML Techniques and Overall Performance 

Overall, 5 ML techniques that were used in the 14 included 

studies are: Artificial Neural Network (ANN), Support Vector 

Machine (SVM), Bayesian Belief Network (BBN), Decision 

Tree (DT) and an ensemble learning method called Random 

Forests. ANN was the topmost technique used in 7 studies. 

The second most commonly used technique was DT algorithm 

that appeared with different type such as C.50, Classification 

& Regression Tree (CART/C&RTree) and Random Forests. 

 

Figure 2 describes the ML performances in the form of box 

plots. From the box plots, it is clear that DT and ANN mostly 

outperform all other techniques that had been used in studies. 

Tang et al [31] showed that ANN could perform better than 

statistical learning methods, such as Logistic Regression (LR). 

While Shaikhina et al. [27] showed that DT still can be the 

technique of choice even after being applied in ensemble 

methods, such as Random Forest. Study done by Esteban et al. 

[8] showed high performance by utilizing Recurrent Neural

Records identified through PubMed, 

DBLP, and Scopus databases’ search 

(n =  449) 

Duplicates records re-

moved 

(n = 232) 

Records screened 

(n = 217) 

Excluded after screening title and 

abstract 

(n = 192) 

Not written in English and not 

using machine learning 

techniques to predict graft 

rejection with kidney transplanta-

tions 

Full-text articles assessed 

for eligibility 

(n = 18) 

Articles excluded 

(n = 4) 

Using gene expression and other 

than clinical data as features and 

not mentioning ML performance. 

Studies included in review 

(n = 14) 
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Table 2. Dataset and number of patients included in studies.   

Study No. Author Year Dataset Number of patients 

1 Lin et al. [20] 2008 USRDS (2003) + UNOS 57389 

2 Topuz et al. [33] 2017 UNOS (2004-2015) 31207 

3 Brown et al. [6] 2012 USRDS (2004) 7348 

4 Tang et al. [31] 2011 USRDS (2002) 4754 

5 Yoo et al. [34] 2017 Misc. 3117 

6 Esteban et al. [8] 2016 Misc. 2061 

7 Shadabi et al. [25] 2004 
ANZDATA Registry 

Database (2000) 
1344 

8 Lasserre et al. [18] 2012 
Eurotransplants database 

(1998-2008) 
707 

9 Shahmoradi et al. [26] 2016 Misc. 513 

10 Tapak et al. [32] 2017 Misc. 378 

11 Greco et al. [13] 2010 Misc. 194 

12 Hummel et al. [14] 2010 Misc. 145 

13 Lofaro et al. [21] 2010 Misc. 80 

14 Shaikhina et al. [27] 2017 Misc. 80 

USRDS = United States Renal Data System; UNOS = United Network for Organ Sharing; 

ANZDATA = Australia & New Zealand Dialysis and Transplant Registry 

 

 

 

Figure 2 (a,b) Box plots showing ML performances of studies based 

on (a) Accuracy and (b) AUC. Outliers are shown by study number 

depicted in Table 2. ANN = Artificial Neural Network, BBN = 

Bayesian Belief Network, SVM = Support Vector Machine 

 

Network (RNN). The model combined non-linear and linear 

features (medication perscriptions and laboratory results), 

along with with static features (gender, age, weight) showing 

82% of AUC performance. 

Discussion 

This paper reviewed the role of applying AI techniques (ML 

methods) in predicting graft rejection following kidney 

transplantation, and described the algorithms used by critically 

reviewing their performances. It is important to be clear about 

the specific outcomes to be studied, before deploying ML 

methods. 

Based on our results, ANN and DT were the most commonly 

used models. These techniques showed better performance 

than SVM, Random Forest and BBN. As DT has the 

robustness to noise, low computational cost, and ability to deal 

with redundant features; it has advantages over other learning 

algorithms. DT could be inducted in various ways, such as 

C5.0 and CART, but none have been shown to be superior to 

other methods [5]. 

ANN is an mathematical algorithm that represents the human 

neural architecture and resembling the function like learning 

and generalizing ability. Nowadays, these techniques are 

widely applied in various research fields because they can 

show good performance in finding relationship among 

unknown or complex variables, such as non-linear variables. 

ANN can be applied in various ways, the most used 

techniques are Multi-layer Perceptron (MLP), with 3 

important layers: input layer, hidden layer, and output layer. 

This technique is described as being fully connected to every 

node in the next and previous layer. MLP are trained by 

selecting suitable connecting weights and transfer functions 

between the input and output vectors [11]. In this group, 

prediction model using RNN algorithm developed by Esteban 

et al. [8] are the most powerful in classification power. RNN 

are kind of neural networks that usually applied in sequential 

data such as voice recognition and natural language processing 

(NLP). The algorithm elaborate both dynamic and static data 

from medical record that are relevant to predict future 

outcomes [12]. 

(a) 

(b) 
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While doing the literature search, we also found some other 

systematic reviews related to AI techniques and 

transplantation. Sousa et al. [30] has reviewed AI techniques 

used for analysing organ transplant databases from 2009 to 

2010 from PubMed and Web of Knowledge. They inferred 

that the main techniques used were: ANN, LR, DT, Markov 

Models (MM), and Bayesian Networks (BN).  ANN was most 

preferred for knowledge extraction. Singh et al. [29] provided 

a systematic review of clinical prediction models of patient 

and graft survival in kidney transplant recipient using Medline 

and EMBASE databases covering the time period from 1966 

to 2013. They showed the model discrimination with ‘C’ 

statistics for patient survival models and graft survival models 

and reported calibration and external validation of the 

methods. They also deduced modest discriminatory ability in 

most clinical prediction models, variability in other measures 

of model performance, and inconsistency for external 

validation of models. While Sousa  [30] focused on  AI  

techniques that were applied to extract knowledge from 

transplantation databases, Singh [29] reviewed  articles that 

developed clinical prediction models of patient and graft 

survival in kidney transplant recipients. In comparison to these 

articles, our review article specifically studied the role of AI 

techniques (ML methods) utilized in predicting outcomes 

following kidney transplantation, and also evaluated the 

performances of the algorithms used. 

More studies are desirable to compare different models. 

Hybrid models could be used for prediction enhancements. 

Ensemble and deep learning methods could also be considered 

in the future. 

Conclusions 

Based on the PRISMA guidelines, this study evaluated the 

role of AI techniques (ML algorithms) in predicting treatment 

outcome following kidney transplantation by examining the 

available literature. From the literature and our results it was 

clear that there is no ‘One size fits all’ approach for applying 

ML methods.  Selection of the right algorithm, provided input 

variables and volume, and accuracy of the training datasets are 

critical. Based on performance measured by sensitivity, 

specificity, accuracy, and AUC, we concluded that ANN and 

DT were the most suitable and prevalent methods to predict 

graft rejection following transplantation procedure. A new 

model built with features taken from both donors’ and 

recipients’ side is desirable. Comparison of various models, 

especially Ensemble method and Deep Learning is required 

for the future work. 
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