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Abstract. This paper addresses the challenges of managing and processing un-
structured or semi-structured text, particularly in the context of increasing data vol-
umes that traditional linguistic databases and algorithms struggle to handle in real-
time scenarios. While humans can easily navigate linguistic complexities, compu-
tational systems face significant difficulties due to algorithmic limitations and the
shortcomings of Large Language Models (LLMs). These challenges often result in
issues such as a lack of standardized formats, malformed expressions, semantic and
lexical ambiguities, hallucinations, and failures to produce outputs aligned with the
intricate meaning layers present in human language.

As for the automatic analysis of linguistic data, is well known that Natural Lan-
guage Processing (NLP) uses two different approaches, coming from diverse cul-
tural and experiential backgrounds. The first approach is based on probabilistic
computational statistics (PCS), which underpins most Machine Learning (ML),
LLMs, and Artificial Intelligence (AI) techniques. The second approach is based,
for each specific language, on the formalization of morpho-syntactic features and
constraints used by humans in ordinary communication activities. At first glance,
the second approach appears more effective in addressing linguistic phenomena
such as polysemy and the formation of meaningful distributional sequences or,
more precisely, acceptable and grammatical morpho-syntactic contexts.

In this paper, we initiate a scientific discussion on the differences between these
two approaches, aiming to shed light on their respective advantages and limitations.
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1. Foreword

This paper addresses the multifaceted challenges of processing and managing unstruc-
tured or semi-structured text, especially given the rapid increase in data volumes that
traditional databases and algorithms struggle to handle effectively in real-time scenarios.
Unlike structured data, which is systematically organized in databases or spreadsheets,
unstructured and semi-structured data lack a consistent organizational framework.

Unstructured text data, which constitutes the vast majority of digital information,
includes a wide range of documents such as books, scientific publications, news articles,
web content, Word documents, and PDFs. This type of data lacks a predefined schema,
making it challenging to process with conventional data analytics methods. On the other
hand, semi-structured text contains elements of both structured and unstructured data. It
often features irregular formats like XML or JSON, which complicates analysis due to
variations in schema and content representation.

According to various estimates, over 80% of global data is unstructured or semi-
structured [1,2]. The rapid advancements in Big Data technologies [3,4,5,6,7,8,9], along-
side the growing adoption of the Internet of Things (IoT) [10,11,12,13,14,15,16] and In-
dustrial IoT (IIoT) [17,18,19,20,21,22], have contributed to a massive explosion of tex-
tual data. The proliferation of interactive technologies like chatbots has further ampli-
fied this data surge [23,24,25,26]. In general, various types of data found on the web,
such as emails, HTML and CSS files, social media posts, news, and blogs, are practi-
cally indestructible, rarely disappearing from the web. This data often presents signifi-
cant redundancy and grows in a non-linear manner [27,28,29,30,31]. The volume of un-
structured medical data is also increasing at an astonishing rate [32,33,34,35,36]. The
research community contributes significantly to this growth, with a continuous rise in
the number of scientific papers and the proliferation of accredited journals and con-
ferences [37,38,39,40]. Furthermore, global governmental initiatives aimed at reducing
paper-based documentation have bolstered this trend. Additionally, the Deep Web, which
contains trillions of unindexed documents, significantly adds to the volume of text-based
data.

The current landscape of unstructured and semi-structured data aligns with the defin-
ing characteristics of Big Data, notably in terms of volume, variety, lack of standard-
ization, and continuous generation. Traditional databases and conventional algorithmic
approaches are often inadequate to handle this vast and complex data, particularly in
real-time processing scenarios. This challenge highlights the pressing need for advanced
data management and analysis techniques, such as Natural Language Processing (NLP),
to effectively store, manage, and extract value from this expanding data landscape. The
key issues involve:

Lack of Standardized Formats The diversity of formats in unstructured and semi-
structured text presents a significant challenge. Data sources range widely from
user-generated content on social media and emails to technical documents and
logs, each with its own unique format, syntax, and structure. This heterogeneity
complicates the preprocessing and parsing stages, making it difficult to extract
relevant information uniformly. Techniques such as data normalization, schema
matching, and document classification are essential to address this variability, en-
abling a more consistent and standardized representation of the text.
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Malformed Expressions and Noisy Data Text data frequently contains errors such
as typos, grammatical mistakes, and incomplete sentences, especially in user-
generated content. For instance, social media posts and product reviews often in-
clude informal language, slang, and emojis, which introduce noise into the data.
This noise can significantly degrade the performance of NLP models, particularly
those relying on rule-based methods or shallow machine learning techniques. Ro-
bust text-cleaning methods, such as spell-checking, grammatical corrections, and
noise filtering, are necessary to enhance the quality of the input data for subsequent
analysis.

Semantic and Lexical Ambiguities Semantic ambiguity occurs when a sentence or
phrase can be interpreted in multiple ways. For example, the sentence “The
chicken is ready to eat” is difficult to interpret (the chicken could be a meal to be
eaten, or a live animal ready to eat), due to its ambiguous syntactic structure. Sim-
ilarly, lexical ambiguity arises when a word has multiple meanings (polysemy) or
when different words have similar pronunciations or spellings (homonymy). Ad-
dressing these ambiguities is critical for tasks such as word sense disambiguation
(WSD), which aims to assign the correct meaning to a word based on its context,
and named entity recognition (NER), which seeks to identify and classify proper
nouns into predefined categories such as people, organizations, or locations.

Hallucinations An artificial hallucination occurs when an LLM-type AI, during the gen-
eration or summarization of a text, in relation to specific knowledge, randomly
produces illogical, imprecise, contradictory or false information. AI hallucinations
also occur during text generation, specifically when in terms information com-
pleteness and organicity, the texts produced do not respect the seven constitutive
traits defined by De Beaugrande and Dressler [41] and fundamental for the recog-
nition of a text as such. These traits are coherence, cohesion, intentionality, accept-
ability, informativeness, situationality, and intertextuality.

Complex Meaning Levels in Human Language Human language is inherently com-
plex, encompassing multiple layers of meaning, including literal, figurative, and
contextual interpretations. To understand this complexity, computational systems
must capture not only surface-level syntax and semantics but also deeper, prag-
matic meanings. Figures of speech such as metaphors, idioms, and sarcasm add
an additional layer of difficulty, as their deeper meanings often diverge from their
literal interpretations. Advanced NLP techniques, such as transformer-based mod-
els (e.g., BERT [42,43], GPT [44,45]), have shown promise in capturing contex-
tual nuances by learning rich representations of words in different contexts, but
they are far from having satisfactorily solved this challenge. Accurately interpret-
ing figurative language and resolving deep semantic ambiguities thus remain open
challenges in the field of NLP research.

Real-Time Processing of High-Volume Text Data With the exponential growth of data
generation from sources like social media, sensor logs, and customer interactions,
real-time processing of text data has become increasingly challenging. Traditional
NLP models and database systems often fall short due to their limited scalability
and inability to handle large datasets with low latency. Modern approaches lever-
age streaming data frameworks (e.g., Apache Kafka [46,47], Apache Flink [48])
along with real-time NLP pipelines, employing techniques like incremental pars-
ing and online learning to efficiently process continuous data flows. Additionally,
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cloud-based solutions and distributed architectures are utilized to manage the com-
putational load, enabling scalable and responsive text processing systems.

Adopting a Semantic-Centered Approach Given these challenges, adopting a semantic-
centered approach is essential for improving text processing and understanding.
This approach emphasizes leveraging linguistic principles, such as identifying
multi-word units (MWUs) and understanding their compositional meanings, to ex-
tract more accurate and semantically rich information from text. Finite automata
([49]) can be employed effectively to recognize specific patterns and MWUs
within the text ([50,51,52]. Furthermore, integrating ontologies provides a struc-
tured framework for assigning knowledge domains and resolving ambiguities by
linking textual elements to predefined concepts and relationships. This combina-
tion enhances the system’s ability to capture the underlying meaning and context
of the text, facilitating more effective natural language understanding and infor-
mation retrieval.

While humans can effortlessly interpret and navigate these complexities using cognitive
skills and contextual understanding, these tasks present significant challenges for com-
putational systems.

As is known, there are currently two different approaches to Natural Language Pro-
cessing (NLP), one based on the use of Computational Statistics (CS), on which Ma-
chine Learning (ML) is largely based; the other on the formalization of the morphosyn-
tax of each language. In this study, we intend to analyse as objectively as possible the
differences between these two approaches, as well as the strengths and weaknesses of
both, as regards the structuring of the analysis and the application of tools and routines.
Already in this preliminary phase of the study, it is evident that both the approaches we
are about to investigate are based on the analysis of word combination, interconnection,
governance and co-occurrence. This means, or at least should mean, that to perform NLP
analyses, both approaches may make use of sets of formal rules and descriptions built on
exhaustive descriptive linguistic resources. As we shall instead see, only the formalizing
morphosyntax approach (which is the base for Formal Semantics (FS)) manifests and
exploits this attention to the specific characteristics of natural language. On the contrary,
CS mainly looks at words as simple sequences of signs delimited by two blank spaces
and very often is unable to provide any precise and beyond question linguistic classi-
fication of them. That is, in its applications, CS mainly uses lists of words elaborated
and tagged automatically, which often turn out to contain many inaccuracies. Therefore,
we take the liberty of anticipating here that we are more inclined to place greater value
on those linguistic resources made manually by qualified linguists, rather than on those
elaborated by means of statistical or (supposed) algorithmic methods. To endorse such
choice of ours, in the following page we will give specific examples, directly linked to
the linguistic quality of any of the analytic procedures we will evaluate.

2. Machine-Learning vs. Grammar Engineering

As for the already mentioned two NLP methodologies, in Fig. 1 we give the most impor-
tant pros and cons2.

2htt ps : //www.linkedin.com/pulse/pros− cons− two− approaches−machine− learning− grammar−
engineering−wei− li/, last accessed 2023/03/22.
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Figure 1. Two Approaches To NLP

These pros and cons help us deducing which is the most important methodological
and functional difference between the two methods. Actually, ML is essentially statisti-
cal: it explores and processes linguistic data as Markov Chains [53]. This means that the
concatenation of words is inferred on a probabilistic basis, i.e., without resorting to the
application of specific formalized morphosyntactic rules. For this reason, ML is referred
to as ruleless, or Statistical/Stochastic Natural Language Processing (SNLP). On the con-
trary, Grammar Engineering (GE) results to be [54]: “the creation of linguistically moti-
vated electronic grammars is a key aspect of natural language processing (NLP). These
grammars, developed within theoretical frameworks like the Lexicon NLP method by
Maurice Gross [55,56,57,58], provide detailed descriptions of natural language. Initially
focused on syntax, how sentence components relate, these grammars now also encom-
pass functional structure (FS) information. This precise grammar engineering supports
natural language understanding and generation, proving essential for applications such
as textual entailment, dialogue systems, and machine translation”.

For these reasons, GE is referred to as rule-based NLP. In the following pages, we
will see how and how much the difference here outlined between SNLP and rule-based
NLP, together with the adoption of one of the two methods, are decisive for the success-
ful processing of linguistic data. Above all, we seldom may experience how the statisti-
cal/stochastic approach, in its non-specificity, often produces imprecise and non-reusable
results, failing to reach deep and well-structured levels of linguistic analysis.

2.1. Statistical Natural Language Processing

In broad terms, Statistics (STAT) [59] can be defined as a set of scientific methods aimed
at the quantitative and qualitative knowledge of collective phenomena through the col-
lection, sorting, synthesis and data analysis. In other words, STAT is supposed to be a
tool that translates information into knowledge. It studies collective phenomena (obser-
vation of a set of individual manifestations), in order to obtain information, describe a
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phenomenon, and identify relationships. Hence, in a positive perspective, we could say
that STAT has the advantage of being applicable to all domains from which it is possible
to collect and store data. At the same time, but in a negative perspective, we could say
that STAT is a non-specific discipline: although equipped with refined calculation tools,
in fact STAT is applicable in the same way to very different sectors and domains, such as
for example weather forecasts or the average kilos of apples consumed annually by the
inhabitants of a given city. Among the various sets to which STAT can be applied, there
are therefore also those that have already well identified and established their structural,
productive, and iteratively-applicable rules, such as for instance morphology, syntax and
sentence semantics.

As for SNLP [59], it aims to perform Statistical Inference (SI) for the field of natural
language. SI in general consists of taking some data (generated in accordance with proba-
bility distribution) and then making some inferences about this distribution. In this sense,
the current trend is to base SNLP on the use of Large Linguistic Models (LLMs)[60].
The results obtainable by means of this tool remain controversial: in fact, although they
exponentially increase the quantity of “examples” on which to statistically base the anal-
ysis, at the same time they increase also all potential analysis errors. It also to consider
the possibility of “manipulating” the responses obtainable from (alleged) Generative Ar-
tificial Intelligence systems based on LLMs. For example, we might look at lots of in-
stances of prepositional phrase attachments in an English corpus and use them to try
to predict, in general, prepositional phrase attachments for English. In this sense, the
task of language modeling3 is fundamental to speech or optical character recognition,
and is used also for spelling correction, handwriting recognition, and statistical machine
translation. At first glance, SI definition seems to encompass some controversial aspects,
which may lead to possible methodological and applicative limits, especially when nat-
ural language is the object of the analysis. We will deal with these aspects in detail in
the following pages. For now, we essentially want to highlight how natural language data
are to be analysed necessarily distinguishing at least three descriptive levels phonetic-
phonological, morphosyntactic, semantic of the sentence each of them having their spe-
cific usage rules and also having, among them, points of extreme contiguity, together
with others of strong differentiation. Actually, it is not possible to define natural lan-
guage as a completely heterogeneous or homogeneous set of items, nor can it be studied
based on such an assumption. On the contrary, it is possible to state that in its entirety,
the study of natural language seems to need the adoption of “quantum” inferential func-
tions, which are extremely different from and more fine-grained than those offered by
SI. As well, the previous definition of SNLP also calls into question, albeit indirectly,
the already mentioned Markov Chains, in the point in which it refers to the classic task
of language modeling, where the problem is to predict the next word given the previous
words. However, what does not seem to be coped with in this definition is the fact that
natural language can be studied as an autonomous element, i.e., by means of its specific
idiosyncrasies. As is known, in each given language, correct word concatenations are not
subject to probabilistic laws: there are specific linguistic use rules to validate and govern
them. Such rules exist outside and before any text or linguistic dataset, in which these
same rules must always find correct application4. Without these rules, no idiom could be

3Here, the problem is to predict the next word occurrence, given those of previous words.
4Yet, sometimes, linguistic datasets, including LLMs, offer imprecise readings and applications of these

linguistic usage norms.
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written, spoken, or understood. Therefore, the previous definition of SNLP leaves room
to several doubts, which are:

(a) Is it correct that SNLP tries to model natural language without comprehending its
internal dynamics in detail? I.e., is SNLP suitable concretely for language mod-
elling? Can SNLP really produce inferences about natural language?

(b) Is SNLP not too dependent on the data it observes, while it ignores the dynamics
of those data that escape its observation, or which it does not observe with the
correct approach?

(c) Finally, natural language is by its nature ambiguous, that is, its concatenations
of words often lend themselves to having more than one acceptable meaning. Is
SNLP suitable to deal with natural language ambiguity? Is it sufficient for SNLP to
analyse a vast amount of linguistic data5 in order to produce a scientifically precise
prospect of how natural language works? Should it not analyse all possible word
combinations?

2.2. Contextual Inference vs. Statistical Inference

In the previous paragraph, regarding the definition of SNLP and, essentially, with refer-
ence to ML, we encountered the term “statistical inference”, which lexically, semanti-
cally, as well as in relation to the study of logic, is opposed to that of “human inference”.
As is known, human inference is an associative procedure through which, starting from
a certain premise or from the observation of a fact, our mind draws one or more con-
sequences, or elaborates one or more judgments. However, the question about how our
minds concretely make inferences remains yet unresolved. Along with the problem of
accurately establishing the difference between simple perception and inference or cogni-
tion, it is not yet clear whether:

• our mind produces inferences via the “specialized modules” postulated by Fodor6;
or

• inference is:

* a behaviourist process, as argued by John Watson7;
* a reductionist procedure connected to the theory of identity, as maintained by

Bronisaw Malinowski8;
* a connectionist and computational operation, as indicated by Hilary Putnam9.

What is certain is that humans use inference to solve problems, as well as to make
choices, and that often inferences may even occur within not completely “controlled
levels” of the human brain (to simplify, we could say within unconscious or subconscious
levels). Therefore, human inference appears to be a procedure classifiable as a crucial part
of the problem-solving domain. Besides, what seems more plausible is that the inferential
procedures of the human mind tend to be non-deterministic, i.e., not always following

5As it happens for instance today with Large Linguistic Models.
6htt ps : //plato.stan f ord.edu/entries/modularity−mind/.
7htt ps : //www.u f rgs.br/psicoeduc/chasqueweb/edu01011/behaviorist−watson.pd f .
8htt ps : //anthropology.ua.edu/theory/ f unctionalism/.
9htt ps : //plato.stan f ord.edu/entries/computational−mind/.
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the binary logic “0 vs. 1”, nor that of the consequential variables of the “if ... then”
type. Rather, it seems that our inferential procedures contemplate, at least in an initial
state, multiple resolutions to a given problem, and that it then arrives at the solution,
or choice, based on a computational process, which includes certain possibilities, and
excludes others, until it finds the (hypothetically) right one. It would therefore look more
like a quantum decision-making process, initially structured as a finite-state automaton,
which tends to drop its paths when they are no longer useful. Always intuitively, we
can say that inferential processes, including especially those related to natural language,
are strictly dependent on the functioning of our cerebral or biological networks. These
networks are made up of closely interconnected neurons, and among other, they allow
us to reason, make calculations in parallel, recognize sounds, images and faces, or learn
how to take specific actions. In practice, they actively allow our mind to “express its
intelligence”. Thanks to complex organizations of nerve cells that have different “tasks”,
such as perception of the environment, recognition of stimuli, and so on, a cerebral neural
network works through the reception of data and signals internal and external as well
as through sensory perceptions. These “become” information and knowledge through
an impressive number of biological units, our neurons, which represent the computing
capacity of our brain. Neurons interconnect with each other in a non-linear structure that
responds to external data and stimuli. A cerebral neural network, therefore, presents itself
as an “adaptive” system capable of modifying its structure, in response to both internal
and external data, perceptions, experiences, and information10. Moreover,

“The brain consists of seven main networks at a high level: the sensorimotor system,
visual system, limbic system, central executive network (CEN), default mode network
(DMN), salience network, and dorsal attention network (DAN). While some of these
networks can function independently, many complex cognitive functions arise from in-
teractions among them. A more detailed examination reveals specific subnetworks dedi-
cated to particular tasks, often involving components from multiple main networks. No-
tably, the Language network has significantly evolved since the Broca-Wernicke model,
now incorporating a newly identified area, 55B, which is linked to muscle control during
speech production11.”

Hence, it seems almost certain that all natural language produced by human beings
is the result of a series of inferences, supported by a specific cerebral neural subnet-
work, which, in turn, interacts with other neural networks and subnetworks. It also takes
into account and complies with the specific idiosyncrasies of the language in which a
human being wants to express himself, i.e., its phonetics and phonology, as well as its
morphosyntax and semantics. This procedure, that we may call Human Linguistic Infer-
ence (HLI), is therefore contextual: in each language, it produces acceptable utterances
thanks to its interaction with all certified governance and co-occurrence relationships be-
tween words inside word groups, propositions, and sentences. Recalling the definition
of SI given in the previous paragraph and comparing it to the one about human infer-
ence and contextual HLI, we can single out straightforwardly important differences, both
methodological and structural.

10htt ps : //www.biorxiv.org/content/10.1101/2021.07.15.452445v1. f ull.
11htt ps : //www.o8t.com/blog/brain−networks.
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Besides, it is worth stressing that among the tools and routines used in SI and SNLP,
we find also Artificial Neural Transition Networks Transition (ANTN), more commonly
called Artificial Neural Networks (ANNs). From the Web12, we read that

“Artificial Neural Networks (ANNs) are computational models inspired by the hu-
man brain, using interconnected artificial neurons to simulate information processing.
These neurons are connected through adjustable weights, allowing the network to learn
by detecting patterns in data. ANNs can perform tasks such as classification, regression,
and forecasting, and deep neural networks (DNNs), with multiple hidden layers, allow
for more complex data processing. While neural networks have been around for years,
advancements in hardware like GPUs have made them faster and more practical for large
datasets. ANNs are now applied in a wide range of areas, including image processing,
NLP, healthcare, and recommendation systems, demonstrating impressive performance
in detecting patterns and making predictions”.

From this (perhaps excessively) enthusiastic definition, it is possible to extract some
points of discussion which, at first sight, arouse perplexity. The first point is the one
associating the functioning of ANNs to that of cerebral or biological neural networks. At
first glance, the association seems not only risky, but also devoid of effective evidence.
In fact, we still know little about the functioning of the human brain, which we cannot
yet fully study during its ordinary functioning. This is because there are still no adequate
observation tools that can taxonomically describe its activities, also in terms of element
and part interconnections. Besides, among humans ones, the brain is most delicate or-
gan, i.e. it is not possible to carry out “open-brain” studies, as for example it is possible
with the human heart. In http://www.thehighestofthemountains.com/images/

thehighestofthemountains_brain_map_brainwithquotes28-125px.jpg you
find a simplified description of human brain structure.

As for the previous definition on ANNs, a second perplexity arises from those pas-
sages in which sketches are given about how a biological neural network would work.
These passages seem inspired by [61], in which we read that “Neurons are the basic
building blocks of the nervous system, responsible for information processing and com-
munication in animals. They consist of a centralized cell body and two types of processes
axons and dendrites that connect to one another.” Actually, a more convincing expla-
nation on how biological neural networks work, and how they may help in predicting
mammals behaviour, including humans, is available on Web13. It is supported by a 3D
animation, and specifically testifies how “a group of Harvard University neuroscientists
and Google engineers released the first wiring diagram of a piece of the human brain.
The tissue, about the size of a pinhead, had been preserved, stained with heavy metals,
cut into 5,000 slices and imaged under an electron microscope. This cubic millimetre of
tissue accounts for only one-millionth of the entire human brain. Yet the vast trove of
data depicting it com prises 1.4 petabytes worth of brightly coloured microscopy images
of nerve cells, blood vessels and more”. Also, it states that “this approach is leading to
impressive progress in understanding these animals”. No mention is made regarding the
possibility of replicating, even summarily, the functions of this wiring diagram. In prac-
tice, no comparison is made with the functionality of ANNs, either directly or indirectly.

Considering all this, one therefore wonders what concrete relationship there may be,
in terms of similarities, between biological networks and ANNs. A specific answer in

12htt ps : //gemmo.ai/what− is−an−arti f icial−neural−network/
13htt ps : //www.quantamagazine.org/new−brain−maps− can− predict−behaviors−20211206/
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this regard comes from Web14, in which it is stated that ANN computational power is
still much lower than that of the human brain, as well as more consuming in terms of
power, as “the number of neurons in our brain is about 86 billion.” Currently, the largest
artificial neural networks, built on supercomputers, have the size of a frog brain (about
16 million neurons). Besides, the actual largest artificial neural network is supposed to
include 160B parameters, where a parameter roughly corresponds to a synapse in the
human brain. Given the estimation that the human brain has about 100T synapses, this
largest artificial neural network could be said to be about 0.16% of the human brain.
As for sustainability, “research also suggests that the power consumption by biological
neural networks is around 20W whereas by artificial neural networks is around 300W.”
On these considerations, and with such a reduced potential, it is difficult to imagine how
an ANN can correctly mimic, among other, the linguistic capabilities of the human brain.
Therefore, we take here the liberty of stating that if ANNs are among the basis of ML and
AI, then these disciplines are still concretely groping in the dark and will continue to do
so for a long time. All this clearly arises from the lack of attention that STAT dedicates to
the management of the idiosyncrasies of natural language, starting from the (erroneous)
assumption that it is possible to replace the precise dynamics of natural language with
the inaccurate ones of SI.

3. Conclusions

This paper delves into the inherent challenges of processing natural language text, which
is often found in unstructured or semi-structured formats. Traditional database systems
and algorithms struggle to handle such data effectively, particularly in scenarios requir-
ing rapid, real-time analysis. The variability in language usage, influenced by diverse au-
thorship, cultural nuances, and different writing styles, introduces significant ambiguity.
Lexical and semantic variations complicate the interpretation process, making it difficult
for computational systems to consistently extract meaningful insights. Unlike humans,
who can intuitively understand the context and subtleties of language, machines lack the
external or sensory cues needed to accurately interpret semantic content.

Much more could and should be said about the topics we have tried to address in this
paper. Above all, we would have liked to demonstrate how to overcome all the STAT-
approach inaccuracies highlighted, and how to solve the problems they create using NLP
rule-based methods and software of grammar engineering linguistic analysis. In this spe-
cific analysis, for the sake of brevity, this was not possible, but it will certainly be the
subject of future publications, which we will take care of producing with all the details
necessary to support our theses.

We advocate for the integration of computational methodologies with linguis-
tic approaches [50,62,63,64], utilizing tools like CATALOGA [65,66], AUTOMETA
[22,52,67], and Nooj [68,69,70]. Linguistic-based computational techniques (refer to ex-
amples such as [71,72,73,74,75,76]) are designed to extract semantically relevant infor-
mation from text. They focus on processing, transforming, and analyzing textual data to
uncover patterns, entities, relationships, and insights, effectively converting unstructured
text into structured, analyzable formats. This strategy leverages Natural Language Pro-

14htt ps : //medium.com/@eraiitk/brain− and − arti f icial − neural − networks− di f f erences− and −
similarities−1d337 f e50168

M. Monteleone and A. Postiglione / Some Brief Considerations538



cessing (NLP) techniques rooted in linguistic theory, employing methods like rule-based
linguistic processing, text annotation, and semantic analysis. Key methods in this ap-
proach include discourse analysis, syntactic parsing, part-of-speech tagging, sentiment
analysis, named entity recognition, and knowledge extraction. These techniques are es-
sential for deriving structured insights from raw text data, supporting enhanced analysis
and informed decision-making.
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