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Abstract. Text-based sentiment analytics is an important research direction in the 

field of natural language processing, and it is widely applied in identifying 

emotional tendencies. The proliferation of e-commerce platforms has underscored 
the criticality of emotional tendencies and user experiences delineated in product 

reviews for gauging product quality and user satisfaction. This study presents a 

developed text-based sentiment analysis system tailored to product reviews on e-
commerce platforms. Three distinct text-based sentiment classification models 

based on Recurrent Neural Network (RNN), Long Short-Term Memory (LSTM), 

and Bidirectional Encoder Representations from Transformers (BERT) were 
constructed and implemented. Subsequently, sentiment classification and 

comparative experiments were conducted utilizing real-world product review data. 

The experimental outcomes underscore that the BERT model outperforms others in 
terms of the Area Under the Curve (AUC) metric, yielding superior results in the 

domain of text sentiment analysis. This paper extensively deliberates on the fusion 

of deep learning methodologies into sentiment analytics, encapsulating the entire 
spectrum of data collection, preprocessing, and model analysis, with an overarching 

goal of providing a reference point for research endeavors in analogous realms. 
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1. Introduction 

With the rapid growth of e-commerce platforms, product reviews have become a critical 

factor in influencing consumer purchase decisions. Potential buyers often rely on reviews 

left by previous customers to evaluate whether a product meets their expectations before 

making a purchase. These reviews serve as direct feedback from real users and provide 

valuable insights into product quality, usability, and customer satisfaction. For merchants, 

product reviews offer a rich source of data to understand market trends, consumer 

preferences, and areas for improvement [1]. It is widely accepted that positive or negative 

reviews can significantly impact a product’s sales performance [2]. 

Sentiment analysis, which aims to automatically detect and classify the emotions 

expressed in text, has become an essential tool for analyzing large-scale product reviews. 

At present, sentiment analysis methodologies mainly include two categories: dictionary-

based, and machine learning-based. The dictionary-based sentiment analysis method 

uses a pre-built sentiment dictionary to calculate the sentiment tendency of the whole 

passage of texts through keyword matching. This approach is straightforward and user-
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friendly, but it has limitations in capturing the semantic context of the text, which may 

lead to potential ambiguity; furthermore, it cannot make detection when the keywords 

are not matched [3].  

Sentiment analysis methods based on machine learning encompass traditional 

machine learning and deep learning approaches. The former has achieved significant 

accomplishments through the extraction of emotional features and the combination of 

classifiers. However, a notable limitation is its tendency to overlook contextual 

semantics. In contrast, the latter adopts hybrid neural networks, coupled with attention 

mechanisms, to effectively capture contextual semantic information, thus improving the 

accuracy of text sentiment analytics [4]. 

 This paper proposes a deep learning-based sentiment analysis system for product 

reviews, leveraging RNN, LSTM, and BERT models. The models are trained on real-

world e-commerce review data, and a comprehensive comparison is performed to 

evaluate their performance. By analyzing product reviews using these advanced models, 

this study aims to provide valuable insights into the application of deep learning in text-

based sentiment analytics and contribute to the growing field of natural language 

processing (NLP). 

2. Related theories and technologies 

This section outlines the core neural network models used in this study—Recurrent 

Neural Network (RNN), Long Short-Term Memory (LSTM), and Bidirectional Encoder 

Representations from Transformers (BERT)—and explains their relevance in performing 

text-based sentiment analysis on e-commerce product reviews. 

2.1. Recurrent Neural Network (RNN) 

In sentiment analysis tasks, the order of text and contextual information are crucial, 

which is why Recurrent Neural Networks (RNNs) excel in this area. RNNs introduce a 

unique "memory" mechanism that effectively captures and retains temporal 

dependencies in input sequences. This capability allows RNNs to make informed 

judgments about the sentiment state at a given moment based on historical information 

from the input sequence. 

The structure of an RNN consists of an input layer, hidden layer, and output layer. 

Unlike traditional feedforward neural networks, RNNs include recursive connections in 

the hidden layer that allow information to be passed between time steps [5]. As shown 

in Figure 1, at each time step, the RNN receives an input vector while also taking the 

hidden state from the previous time step as one of its inputs. Each hidden unit processes 

these inputs through an activation function (commonly using tanh or ReLU) and updates 

its state. Specifically, the update of the hidden state can be expressed as: 

                          ��� � ��� 	 ��
� �  	 �� � �� �                                                         (1) 

                    �� � ��� 	 ���                                                                                     (2) 

Where ht is the hidden state at the current time step, ht−1 is the hidden state from the 

previous time step, xt is the current input, W,U and V are weight matrices, bh is the bias 

term, and f is the activation function. This recursive structure enables RNNs to maintain 

information flow within the sequence, capturing contextual information and maintaining 

consistency in sentiment judgments. In the output layer, the RNN converts the hidden 

states into sentiment classification results, typically using the softmax function for multi-
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class classification. Through this approach, RNNs can effectively handle emotional 

expressions in natural language, particularly when the context and order of sentiments 

are crucial for understanding.

RNNs have demonstrated exceptional performance in sentiment analysis 

applications. For example, Durga et al. used the BERT-large-cased model for sentiment 

classification on Twitter, restaurant, and laptop datasets, and evaluated the model's 

performance using a confusion matrix. The model was fine-tuned using Stochastic 

Gradient Descent (SGD) [6]. Additionally, Yang et Yang et al. used an RNN-based 

model for sentiment analysis, applying it to different datasets and validating the model's 

effectiveness through experiments [7]. Moreover, Mahajan and Chaudhary's applied an 

RNN-based model for sentiment analysis on Twitter data, using Google Translator to 

handle non-English text. Their experiments demonstrated improved performance 

compared to traditional algorithms like Maximum Entropy and Naive Bayes [8].
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Figure 1. Schematic diagram of RNN model.

Despite the multitude of advantages of RNNs in the realm of sentiment analysis, 

they are susceptible to encountering the issue of gradient vanishing particularly in the 

handling of lengthy sequences. To address this issue, this paper subsequently introduces 

Long Short-Term Memory (LSTM) models, which are an improved version of RNNs 

capable of better capturing long-range contextual dependencies [9].

2.2. Long short-term memory network (LSTM)

Long Short-Term Memory (LSTM) networks are a variant of Recurrent Neural Networks 

(RNNs) specifically designed to overcome common issues such as gradient vanishing 

and gradient explosion, which often hinder the training of deep networks. LSTMs excel 

at managing both long-term and short-term dependencies in sequential data, making 

them particularly effective for tasks involving time series and natural language 

processing [10]. The unique architecture of LSTM networks incorporates memory cells 

within the hidden layers, which facilitate the flow of information through three distinct 

gates: the input gate, the forget gate, and the output gate (Figure 2) [11].

The forget gate determines which information from the previous cell state should 

be discarded. It is calculated as follows:

�� � ���� � ���
�� ��� � ���                                                      (3)

where Wf is the weight matrix for the forget gate, ht−1 is the hidden state from the 

previous time step, xt is the current input, bf is the bias term, and σ is the sigmoid 

activation function.

The input gate decides which information from the current input should be added 

to the cell state, represented by:

�� � ���� � ���
�� ��� � ���                                                     (4)

Additionally, the candidate memory cell state is calculated as:
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where Wi and WC are weight matrices for the input gate and candidate memory cell 

state, respectively, and bi and bC are the corresponding bias terms.

Next, the memory cell state Ct is updated by combining the contributions from the 

previous cell state and the new candidate memory state:

                               �� � �� 	 ��
� � �� 	 ���                                                            (6)

The output gate determines what information to output based on the current 

memory cell state:

#� � ���$ � ���
�� ��� � �$�                                                   (7)

Finally, the hidden state is computed as:

                                     �� � #� 	 � !�����                                                                  (8)

This gating mechanism enables LSTMs to selectively store, retrieve, and discard 

information, thereby allowing the network to focus on the most pertinent data while 

filtering out noise. As a result, LSTMs can significantly enhance accuracy and stability 

in modeling complex sequences.

For instance, Venkataraman et al. utilized an LSTM-based model within a recurrent 

neural network (RNN) framework for sentiment analysis of Twitter emojis, classifying 

various sentiment categories like positive, neutral, and negative [12]. Additionally, Hu 

et al. employed a bidirectional LSTM model for sentiment classification, integrating 

multiple tags to enhance the semantic understanding of emotional texts. Their 

experiments showed a significant improvement in prediction accuracy for sentiment 

analysis [13].

Thanks to its robust memory mechanism, LSTM has become a powerful neural 

network suitable for a wide range of sequential data processing tasks, from language 

modeling to time-series forecasting.
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Figure 2. The chain structure of LSTM

2.3. BERT model

BERT (Bidirectional Encoder Representations from Transformers) is a context-aware 

embedding model that leverages large amounts of unlabeled text for unsupervised pre-

training, enabling it to learn rich linguistic representations [14]. When applied to 

downstream tasks, BERT requires only the addition of a task-specific output layer, 

followed by fine-tuning, to achieve high performance. One of its key strengths lies in its 

ability to understand sentence structure and capture complex contextual relationships, 

making it highly effective across various natural language processing (NLP) tasks. As 

shown in Figure 3, the core structure of BERT is based on the Transformer model, where 

each Transformer layer consists of multi-head self-attention mechanisms and 

feedforward neural networks [15]. The self-attention mechanism computes the 

relationships between each word in the input sequence using the following formula:

%��&!��#!�'� (� �� � )#��* � +,-.
/012 �                                          (9)
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In this formula, Q represents the query vector, K is the key vector, V is the value 

vector, and dk is the dimension of the key vector. By calculating the relationships 

between each word and others, the model generates contextually relevant representations,

allowing it to dynamically adjust the contribution of different words to the output. This 

capability enables BERT to capture both global and local dependencies when processing 

long texts [16,17].

The input text to BERT is first transformed into embedding representations, 

including word embeddings, positional embeddings, and segment embeddings. Word 

embeddings capture the semantic meaning of words, positional embeddings indicate the 

position of words in a sentence, and segment embeddings are used to differentiate 

between different input segments. These embeddings are then processed through 

multiple layers of Transformer encoders. The output from each layer contains not only 

the current layer's information but also retains information from previous layers, 

enhancing the model's contextual understanding.

Given the significant advantages of the BERT model in processing contextual text, 

many scholars have conducted research and applications on sentiment analysis using this 

model.For instance, Li et al. developed a Weibo text sentiment analysis model based on

BERT [18]. Similarly, Sheng et al. proposed a BERT-based model for long Chinese text 

sentiment analysis, which effectively extracts core sentiments from long texts and 

significantly enhances sentiment analysis performance [19].The Transformer 

architecture in BERT, with its self-attention capability, is particularly suited for tasks 

requiring the capture of both global and local dependencies in text data, making it a 

dominant model in tasks such as machine translation, sentiment analysis, and question 

answering.

T1
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Trm

T2
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Trm
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En

Trm
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Figure 3. The structure model of BERT

3. Collection and preprocessing of data

3.1. Data collection

In this experiment, crawler technology was implemented to collect real-world review 

data from the JD.com platform for the training data set. On the product interface of 

JD.com, when you click on a review, the web page will automatically request content 

from the server and analyze the results returned from the server. As can be seen, 

"productId" denotes the product number, and "page" denotes the page number of a 

product review. By changing different attributes in URL, JSON data can be retrieved 
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[20,21]. When crawling to collect the review contents, in order to avoid triggering the 

anti-crawler protection mechanism of JD.com server, a human operation will be 

simulated for random suspension of 2-4 seconds after one page of reviews is crawled, as 

shown in Figure 4. 

Start

Get a product 

ID from the 

ID list

Construct a URL by 

using the product ID 

and page

Crawl JSON 

data

Retrieve user 

reviews and 

user ratings

Suspend 

randomly for 

2-4 seconds

Last page? Last ID? End
Yes Yes

No

No

Figure 4. Data collection process

3.2. Data preprocessing

According to the common classification of e-commerce platforms, the user rating of 4-5 

points is classified as a positive review, and 1-3 points as a negative review. Invalid 

information can often be found in reviews. This experiment removed the comments that 

contained only numbers or symbols and were less than 5 words in length. For repeated 

comments, the set function was used for de-duplication. Afterwards, the order of the data 

was shuffled to enhance randomness, and part of the data was deleted, so as to guarantee 

that there was the same quantity of positive and negative reviews. Finally, the 

preprocessed reviews were divided into two parts: the training set, and the test set. The 

training set accounts for 90%, and the test set accounts for 10%. The specific allocation 

is shown in Figure 5.

Positive 

reviews

Negative 

reviews

Corpora Warehouse

Training set

90%

Test  set

10%

� Positive reviews: 28,811

� Negative reviews: 28,811

� Size of the training sets: 51,860

� Size of the test sets: 5,762

Figure 5. Allocation of samples

4. Experiment and analysis of models

4.1. Experimental Environment

The environment configuration for the sentiment analysis system of this study is 

illustrated in Table 1.

Table 1. The configuration of the training environment

Operation environment Name

Operating system Linux

Graphics card RTX 3090

Programming language Python

Deep learning framework PyTorch

In this study, the Area Under Curve (AUC) is primarily used as a key performance 

indicator for model evaluation. AUC measures the performance of a classification model 

by calculating the area under the Receiver Operating Characteristic (ROC) curve. The 

value of AUC ranges from 0 to 1, where 0.5 indicates that the model's predictive 
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capability is equivalent to random guessing, and 1 indicates that the model has perfect 

predictive ability. 

4.2. Segmentation of words and Construction of dictionary 

In order to optimize the utilization of semantic information within the model, Chinese 

word segmentation is typically employed. In this experiment, the jieba word 

segmentation was used to facilitate Chinese word segmentation, and the optimal accurate 

mode was finally selected through comparative analysis. In addition, given that a large 

number of stop words would affect the models' training and execution speed, this 

experiment also filtered and deleted the word list established after word segmentation 

based on the "List of Chinese Stop Words". The resulting filtered dictionary consisted of 

10,281 words, representing a decrease of 466 words compared to the pre-filtered version. 

When the dictionary was constructed, the words were sorted in a descending order 

according to the frequency of their occurrences in the corpus. The words appearing less 

than 5 times were removed, in order to reduce the complexity of the model's subsequent 

computing. In addition, special marks were added to identify the unknown tokens; and 

special tokens were filled in sentences to unify the length of sentences. Afterwards, the 

words were encoded to obtain their corresponding encoding mappings. Finally, the 

constructed dictionary was used to transform all the corpora into coding vectors that can 

be processed by computer.  

The figure 6 shows the distribution of all comment lengths in the corpus. As can be 

seen, the vast majority of sentences are within 300 characters, accounting for 98.6% of 

the total. To reduce the model's computational complexity, in subsequent processing, 

comments exceeding 300 characters will be directly truncated, while shorter ones will be 

padded with special symbols. 

 
Figure 6. The distribution of corpus length. 

4.3. Building and training of models 

In the initial construction, the BERT-based model only added a fully connected layer and 

used the sigmoid activation function for processing. Although the AUC value of the 

training results was high, the generalization ability was relatively poor. To improve the 
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model's generalization ability, mean_max_pool was subsequently employed.The 

structure of the pooling layer is shown in Figure 7.

Figure 7. Pooling layer diagram.

In view of the feature that reviews on products are generally sequential texts, this 

experiment constructed several sentiment analytics models based on RNN, LSTM and 

BERT technologies for comparison and analysis. The process is shown in Figure 8. 

Load the 

corpora

Word2Vec 

Embedding

Input Embedding 
Sequential modeling 

encoder

RNN

LSTM

BERT

Full Connected Layer 
Map the results to real 

numbers

Sigmoid

Convert the results into 

the range of [0, 1]

End

Figure 8. The process of creating the sentiment analytics models

1) The preprocessed corpora were loaded, and the sentences were normalized and 

tensorized to ensure uniform length. After word segmentation and removal of stop words, 

the maximum length of all comment words was 230. In order to reduce the computational 

complexity of the models, the length of the sentences was set to 200, whereby longer 

sections were truncated, and shorter sections were padded.

2) In order to improve the data quality, the RNN and LSTM models firstly used 

Word2vec as the first embedding layer for word vector representation; and the 

parameters of this layer were kept consistent during the training process. Then, separate 

construction was made based on different models. Finally, a fully connected layer was 

included; the results were mapped to real numbers; and the sigmoid activation function 

was used to convert the result range to [0, 1]. 

3) Training of RNN/LSTM models. This step involved the implementation of a 

combination and comparison experiment to enhance performance. This experiment 

tested scenarios with 1, 2, and 3 recurrent layers, and with 128, 256, and 512 hidden 

nodes in each layer. Ultimately, under the configuration with a learning rate (lr) of 0.01, 

embed_size of 100, and batch_size of 1024, the RNN model exhibited optimal 

performance when consisting of 2 RNN layers with 128 hidden nodes per layer. 

Conversely, the LSTM model performed best with 3 LSTM layers, each containing 512 

hidden nodes. As shown in Figure 9, the RNN-based model iterated for 23 epochs, with 

the maximum AUC of 0.9345 appearing in the 19th round; and the LSTM-based model 
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iterated for 17 epochs, with the maximum AUC of 0.9445 appearing in the 13th round. 

The LSTM model experienced significant overfitting during the training process.  

 

Figure 9. Parameter training diagram for RNN/LSTM-based models 

4) Training of BERT model. The BERT model underwent training using a single 

additional fully connected layer with a sigmoid activation function initially. However, 

the resultant training outcomes exhibited notably high AUC values, albeit with limited 

generalization capability. To enhance the model's generalization capacity, the 

mean_max_pool adjustment was implemented for optimization and refinement. As 

depicted in Figure 10, the BERT model underwent a total of 138 epochs, with the highest 

AUC observed in the 133rd epoch, reaching a value of 0.9797.  

 

Figure 10. Parameter training graph for the BERT-based model 

4.4. Result analysis and application 

This paper only adopted the AUC indicator for comparison and evaluation. Unlike other 

indicators, AUC provides a comprehensive analysis of the predictive accuracy of 

methods from a holistic perspective. Previous relevant research has also emphasized the 

selection of AUC as the preferred indicator, as evidenced by the work of scholar, such 

as Huang Danyang, Zou Lie, and Wu Yiteng [10]. The AUC value typically ranges 

between 0.5 and 1; with higher values signifying superior discriminative ability of a 

model. As shown in Table 2, all of the three models delivered very good results on the 

training data; and the AUC value of the BERT model reached the maximum, indicating 

that it can perform sentiment analysis more accurately.  
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Table 2. The training results of the three models 

Model epoch AUC value 
RNN 23 0.9345 

LSTM 17 0.9445 

BERT 138 0.9797 

In the experiment, the BERT model with the best performance was selected for 

application demonstration, and the optimal threshold was set to 0.2. As shown in Figure 

11, this model can be used for specific product evaluations. 

 
Figure 11. Schematic diagram of the application of the models  

5. Conclusion 

This paper endeavors to explore the prevalent topic of text-based sentiment analysis. The 

web scraping techniques were adopted to gather review data from JD.com. Specifically, 

the collected data underwent several preprocessing procedures including de-duplication, 

data cleaning, and Chinese word segmentation. The review texts were then classified into 

positive and negative categories, and split into training and test sets in a 9:1 ratio. 

Sentiment analysis experiments were conducted using deep learning methods such as 

RNN, LSTM, and BERT.  Through experimental comparison and result analysis, the 

effectiveness and excellence of the BERT method in the field of sentiment analytics were 

verified. This study furnishes valuable insights for the future exploration and 

implementation of sentiment analytics.  

The significance of this study is underscored by the proposal of a BERT-based 

sentiment analysis framework that not only enhances the accuracy of sentiment 

classification but also provides a more practical solution for analyzing e-commerce 

reviews. This research establishes a theoretical foundation and practical reference for 

future applications in sentiment analysis on e-commerce platforms and other social 

media. Furthermore, based on the findings of this study, future research could delve into 

integrating different deep learning models to further improve the effectiveness and 

applicability of sentiment analysis. 
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