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Abstract. Vectorization of floor plans (VFP) is an object detection task that in-
volves the localization and recognition of different structural primitives in 2D floor
plans(FP). The output of VFP can be further processed for the purpose of plan re-
construction, 3D reconstruction and automatic furniture layout. So far how to make
the existing 2D floor plans vectorized faces the problem of recognition inaccuracy
and inefficiency. This paper proposed a floor plan recognition algorithm based on
key points, which is meaningful and useful. First, the algorithm identifies the effec-
tive subject of the FP with the help of the object detection algorithm; then, it builds
a deep backbone network to identify the key points and semantic information of
the marked plane elements; finally, the algorithm utilizes the post-processing algo-
rithm to optimize and retrieve vectorized data information. Compared with existing
methods, the algorithm adopted in this paper enhances the support for the recogni-
tion of elements such as sloping walls and bay windows, and effectively improves
the recognition accuracy.

Keywords. Key Points, Floor Plan Recognition, Semantic Information, Object
Detection, Home Decoration Design

1. Introduction

2D floor plans serve as the foundation for interior remodelling and design. However, ras-
terised or pictorial floor plans lack crucial information required for professional design,
such as wall locations, door and window sizes, and floor plan coordinates. Retrieving
vectorised information from floor plan images is a prerequisite for 3D reconstruction,
house decoration design, and automatic furniture layout. Therefore, accurately retrieving
the vectorized information has become an urgent problem.

Conventional approaches typically use heuristics to identify semantic graphical
symbols in floor plans or employ OpenCV image processing methods to extract ele-
ments from floor plans. However, the accuracy of these approaches depends on sim-
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(a) Human pose estimation (b) Recognition result image

Figure 1. Human pose estimation and floor plan recognition

ple floor plans and images without or with limited noise[1,2,3]. The adaption of
CNN(Convolutional Neural Network)-based image processing frameworks for recognis-
ing complex floor plans has become increasingly prevalent with the emergence and ma-
turity of deep learning. One approach involves extracting elements of a floor plan through
image semantic segmentation and instance segmentation [4,5,6]. However, this method
often produces blurred boundaries, so it is difficult to distinguish accurately different el-
ements. Another alternative method is to extract connection points and connecting lines
from the floor plan through heatmap or skeleton recognition network. In fact, using skele-
ton network to extract human joint points to estimate 2D pose(Figure 1(a)) is similar to
retrieve information of wall inflection points or connection points of different types of
components in building floor plans(Figure 1(b)). This method can differentiate between
different elements based on the categories of the connection points [7,8], while it can not
provide thickness information. But in actual engineering applications, the location infor-
mation of building elements is often more crucial than the thickness information.This
is because it is easier to adjust the thickness of an element than its location when using
design tools. Thus, this paper selects the optimized skeleton recognition network as the
foundation of the floor plan recognition framework. The algorithm first locates the main
body of the floor plan using an object detection algorithm. Then, it employs the deep
skeleton neural network to identify the key points of each element in the floor plan, along
with the semantic information. Finally, the vectorized resultant data is obtained through
the optimization of the post-processing method. The main contributions of this paper
compared to previous works are:

1. Proposes the Keypoints Association Fields (KAF) as the key point connection
expression, which is more adaptive to the recognition of architectural floor plans.

2. Proposes an optimized skeleton network and respective loss function to improve
the recognition accuracy.

3. Proposes optimization method with non-shortest suppression to obtain more rea-
sonable and artistic wall lines.

2. Related Work

Recently structured geometric reconstruction of building floor plans through recognition
has been an active research field in computer image processing. Early work on floor plan
understanding relied on a bunch of low-level image processing and powerful heuristics.
[9]introduces the idea of separating text from graphics to analyze floor plans. [2] ex-
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tracts the main structures such as wall lines through morphological operations, Hough
transform or image vectorization techniques. [1,10]introduce heuristic method including
convex packet optimization, polygon approximation to locate accurate wall lines. These
conventional image processing-based and heuristic methods often require the help of
manual parameter tuning or threshold setting, so the generalization of these methods is
greatly limited.

Deep learning techniques has led to significant progress in retrieving room structure,
particularly in terms of generalization. [11] utilises a fully convolutional network (FCN)
to detect wall pixels and subsequently employs the Faster R-CNN framework to detect
elements such as doors and windows. [6] improves system performance by optimizing
the loss function and adjusting the structure of the deep neural network. [12,13] imple-
ment the recognition and extraction of floor plan elements using semantic and instance
segmentation frameworks, as well as multi-model federation. Building on this idea, [14]
introduces the offset-guided attention (Transformer) module and channel fusion module,
which further improved room semantic prediction.[15,16] utilise orientation-aware ker-
nels and Generative Adversarial Networks (GAN) to enhance the efficiency and accuracy
of image segmentation tasks. However, the extracted or segmented elements’ boundaries
are relatively noisy, making it challenging to distinguish the boundaries between differ-
ent elements.

At the same time another research direction is underway, which employs skeleton
recognition network frameworks like HourGlass [17], OpenPose [18], and Unet[8] to
extract the connection points and lines in the floor plan. The category of the connection
points are used to distinguish different elements. [7] utilizes CNN networks to create and
extract high-level features to recognize room elements and applied integer planning to
encode high-level constraints. This method achieves structured vector information out-
put, but can not handle the condition of inclined wall lines. [19]proposes one method to
learn to infer relationships between nodes by exchanging information through a convo-
lutional message-passing neural network (Conv-MPN). BlumNet on GCD (Graph Com-
ponent Detector) proposed by [20] is able to extract coarse and fine-grained skeleton fea-
tures and can utilize local and global constraints in GR to form the final skeleton.HEAT
(Holistic Edge Attention Transformer) proposed in [21] carries out detection of corner
points and end-to-end classification of candidate edges between corner points by intro-
ducing an attention mechanism. [22] proposes to utilize the sequence prediction function
of transformer to directly output a variable-length, ordered sequence of vertices for each
room.[23] discusses two-stream graph neural networks to process the line segments and
partitioned regions respectively. [24] reconstructs the household floor plan by outputting
the corner points and the directions corresponding to each corner point.In summary,
skeleton recognition networks can extract very accurate information about the location
of planar graph elements and generalize better than semantic segmentation networks.

3. Dataset

In this paper, we collect and manually label a total of about 5000 floor plan images
from the public web as the dataset for the experiment. we label the start point as well
as the end point of the wall through the labelme[25] tool, and each section of the wall
is represented by a line segment, and the elements such as windows and doors are also
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Figure 2. Floor plan image annotation

labeled by the same way.Figure 2 shows one example of labeled image of the datasets.
Uniquely, windows and doors are located on the walls, so the line segments labeling
windows and doors need to be marked on top of the labeled walls by programming. The
data in this paper is expanded to 7000 from 5000 by data augment techniques, especially
those data about slanting walls and elements with less data in some categories. The data
augment techniques adopted in this paper includes flipping noise injection, rotation etc.
The dataset is randomly selected according to the ratio of 0.85 and 0.15 for training and
testing data, so 5950 data are randomly selected as the training set and the remaining
1050 images are used as the testing set.

4. Method

Figure 3 shows the flow schematic of the key point based floor plan recognition algo-
rithm, the whole system is mainly divided into five parts, which are the main body de-
tection part, the backbone network part, the initial network part, the refinement network
part and the post-processing part. The input of the main body detection part is the orig-
inal picture, which is recognized by the object detection network to get a more accu-
rate picture of the main body of the floor plan. The backbone, initial net and refinement
net constitute the framework of floor plan skeleton recognition, the whole work flows as
shown in Figure 4, where Initial is the architecture of the initial network and RS is the re-
finement network. The backbone network part uses a structure similar to the lightweight
network Mobilenet V1, as shown in Table 1, and its input is the feature map after scaling
the image gotten from main body detection part to 512*512. The output of the initial
network part will have two branches, and the model structure is shown in Figure 5(a),
which receives the output of the backbone network as input, and outputs the heatmap
of the labeled key points and the KAF key point correlation field map respectively. The
network in the refinement stage, whose input is the output of initial stage, is shown in
Table 2, which is stacked from the RefinementStageBlock shown in Figure 5(b),and its
output is the same as that of the network in the initial stage, which is the correction and
optimization of the results of the previous step. The post-processing part is to optimize
the generated key points and connecting lines of various elements.

4.1. Main Body Detection

Through the observation of a large number of floor plans, it is found that the effective
floor plan region actually does not account for a particularly large proportion of the whole
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Figure 3. Overall Architecture

Figure 4. The architecture of recognition network

Table 1. Network architecture of Backbone

Type/Stride Filter Shape Input Size

Conv/s2 3x3x3x32 512x512x3

SeparableConv2D/s1 3x3x32
1x1x32x64

256x256x32

SeparableConv2D/s1 3x3x64
1x1X64x128

256x256x64

SeparableConv2D/s1 3x3x128
1x1x128x128

256x256x128

SeparableConv2D/s1 3x3x128
1x1x128x256

256x256x128

SeparableConv2D/s1 3x3x256
1x1x256x512

256x256x256

5×SeparableConv2D/s1 3x3x512
1x1x512x512

256x256x512

picture, and the effective region of some pictures accounts for even less than half of the
picture, and in some cases, a large number of ineffective regions will have a great noise
effect on the model, so it is necessary to detect the effective region of the input picture.
Currently, most of the better object detectors used are based on deep learning networks.
Considering the speed and effectiveness of detection, this paper chooses the lighter and
faster YOLO model[26] as the basic network of the object detection module, and when
a valid object floor plan is detected, the input image will be cropped as the input of the
subsequent model for further processing. The architecture of the main body detection is
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(a) Initial stage network architecture (b) Element of refinement stage block

Figure 5. Network of initial and element of refinement stage

Table 2. Refinement Stage Network

Network Architecture Input Size Output Size

ConCat 256x256x22
256X256X128

256x256x150

RefinementStageBlock1 256x256x150 256x256x128

RefinementStageBlock2 256x256x128 256x256x128

RefinementStageBlock3 256x256x128 256x256x128

RefinementStageBlock4 256x256x128 256x256x128

RefinementStageBlock5 256x256x128 256x256x128

Figure 6. Main body detection

shown in Figure 6.

4.2. Key Point Identification and Extraction

key point-based floor plan recognition is actually similar to the human skeleton posture
detection problem, and the detection methods for the latter can be divided into two main
categories, that is, one is the top-down method, which detects the human body first and
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then estimates the posture of a single person; the other is the bottom-up method, which
detects the key points of the human body first and then connects them to form the human
skeleton based on the detected joints.MultiPoseNet [27] points out that the bottom-up
method is faster than the top-down method, and the floor plan recognition is better to
make use of the bottom-up method. Therefore, this paper adopts the method of detecting
the key points first and then connecting the key points. The network structure used in
this paper is similar to the lightweight Lightweight-Openpose [28] of Openpose[18], and
the size of the feature map is chosen to be 1/2 rather than 1/4 of the original image after
scaling. Considering that the locations of some key points in the floor plan are close to
each other, the use of smaller grids in lieu of pixels will obviously have a significant
enhancement regarding the recall rate. The neural network in this paper predicts the
probability of connecting points for each smaller grid, and the output of each grid is
denoted as Eq. (1):

C
′
(p) =

{
C(p), C

′
(p) = maxp′ ∈N(p)C(p

′
)

0, other conditions
(1)

4.3. KAF

In Openpose, there exists a Part Affinity Fields (PAF) to label the limbs, which are 2D
vectors for each limb in the body, while maintaining the positional and orientation in-
formation between the limb regions. The human skeleton detection can be done in this
way is due to its specificity, where each limb of the body is connected by a fixed class
of key points. For example, the left knee and the left ankle may form the calf, and the
left knee and the left hip may form the thigh these body parts, and the 2D vector can
then be represented as the direction vector from the left knee to the left ankle and the left
knee to the left hip. Therefore, human skeleton detection can be characterized by using
PAF. In contrast, in the process of floor plan recognition, there is no such thing as a key
point belonging to a fixed category, and a key point belonging to one category may not
be connected to a key point in another category only.If there exists a line between two
key points, then this line is all 1s between them, so this paper simplifies the PAF, and
does not need to keep the direction information of the limb regions, but only keeps the
position information and semantic information between them (i.e., the KAF is no longer
a 2dimensional vector, it is a 1dimensional data). Suppose x j1,k and x j2,k denote the two
endpoints of the kth wall segment, respectively, and if a point p falls within the range
of the point set of this segment, then the value of L∗k(p) is 1, and for all other points,
the value of L∗k(p)’s is equal to 0. The point set of a line segment can be defined as the
points within the range of distances of the line segment, which means that it satisfies the
following condition shown in Eq. (2):

0≤ v · (p− x j1,k )≤ lk and |v⊥ · (p− x j1,k)| ≤ σl (2)

where, v = (x j1,k− x j2,k)/
∥∥x j1,k− x j2,k

∥∥, and σl is used for the pixel-level distance, lk =∥∥x j1,k− x j2,k
∥∥, v⊥ is orthogonal to v.
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4.4. Multi-tasking Loss

In this paper, the output of Initial and Refinement modules are supervised using the key
point labeling map and KAF map of structural elements. Total loss is the sum of Initial
module and Refinement module as shown in Eq. (3).Both Initial and Refinement have
two branches of output composition, the key point output heatmap and the key point
composition output KAF, where the weight of KAF output is two, see Eq. (4).

L = LInitialstage +LRe f inementstage (3)

LInitialstage = LRe f inementstage = Lheatmap +2∗Lka f (4)

4.4.1. Key Point Regression Loss

The set C = (C1,C2, · · · ,Ck) represents the heatmaps of the K categories, Ck ∈ Rw×h,w,h
the output of the feature maps respectively the width and height respectively, see Eq. (5).

Lheatmap = ∑
q

K

∑
k
(‖Ck(q)−C∗k (q)‖2

2 ·weight maskk,q) (5)

In Eq. (5), C∗k (q), Ck(q)represent the real heatmap labeled by category k at position
q∈ R2and the predicted heatmap, respectively. The weight maskk,q represents the weight
of category k at position q. For each category, the corresponding heatmap C∗k (q) is gen-
erated. xi,k ∈ R2 represents the position of the ith key point of the kth category. The value
of positionp ∈ R2 in C∗k (q) is defined as Eq. (6),

C∗k (q) = max
i

exp(−
∥∥q− xi,k

∥∥2
2

σ2 ) (6)

where σ controls the spread of the peak. In order to distinguish between peak and peak-
edge values, the maximum value of a single heatmap is used in this paper as the true heat
map value. Because of the relatively large proportion of the background when generating
the labels for the heatmaps, the positive and negative samples will be unbalanced. In
order to mitigate the problem caused by sample imbalance, the loss function needs to
be weighted. The label value of the heatmap is a matrix with values ranging from 0
to 1. Let the label value be multiplied by a parameter w (with value 10) plus 1, which
becomes a range of values from 1 to w+1. Samples with value 1 correspond to a weight
of w+ 1, samples with value 0.5 correspond to a weight of 0.5 ∗w+ 1, samples with
value 0 correspond to a weight of 1.

4.4.2. KAF Loss

Cross-entropy loss [29] is commonly used as a loss function for semantic segmentation
and classification tasks to measure the degree of discrepancy between the true distri-
bution of the data and the predicted probability distribution, the smaller the value the
smaller the discrepancy and the more accurate the model. However, the standard cross
entropy lacks the ability to discriminate pixels located in the vicinity of different cate-
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(a) Connection relationship (b) Connection strength (c) Final result

Figure 7. Graph matching

gories, so this paper proposes to increase their corresponding weights for pixel points in
the vicinity of multiple categories. yi is the label of the ith pixel, and pi(c) denotes the
predicted probability of the ith pixel under the category c. wi denotes the weight of the
pixel point i, which corresponds to a larger weight if the pixel point is in the vicinity
of multiple categories. During the training process, due to the imbalance of positive and
negative samples, the pixel points of negative samples are randomly selected according to
the Bernoulli distribution in each iteration to ensure the balance of positive and negative
samples. The loss function of KAF is defined as Eq.(7).

Lka f = ∑
i

C

∑
c
−wiyilogpi(c) (7)

4.5. Post Process

For each channel category, this paper will get a series of candidate point sets based
on the heatmap values obtained from the prediction according by applying NMS(Non-
Maximum Suppression). For the category of wall, this paper will obtain a set of candi-
date points based on the wall channel, and then determine the connection relationship
between each point and all other points to form a completely un-directed graph, as shown
in Figure 7(a). For each edge in this graph, the connection strength of each edge needs
to be calculated, and the connection strength is obtained based on the result of using the
integration of the line segments over the KAF, and the result is shown in Figure 7(b). The
result after filtering according to the threshold is shown in Figure 7(c). The line segment
integral is calculated as Eq. (8):

E =

∫ t=1

t=0
Lk(p(t)) · d j2−d j1∥∥d j2−d j1

∥∥dt (8)

p(t) = (1− t)d j1 + td j2 (9)

where d j1, d j2 represents two candidate keypoints position, p(t) interpolates the position
of the two keypoints d j1 and d j2, Lk(P(t)) is the product of L∗k(P(t))(the KAF value)
and the unit vector of p(t), see Eq. (9). Of course there may be a large number of re-
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(a) with redundant lines (b) with longer lines (c) Final result

Figure 8. Posting processing

dundant line segments, as shown in Figure 8(a). For example, node 1 is connected to
node 3, node 3is connected to node 5, and node1 is connected to node 5. This connecting
relationship between node 1 and node 5 is redundant. In this paper, we will perform a
non-shortest suppression of these connectivity relations, i.e., if two line segments have
an identical point and the angle between the two line segments is less than a certain
threshold value θ1, then the shorter line segment will be retained. Of course, this thresh-
old can be dynamically adjusted, if the longer of the two line segments is less than the
length ρ1, this threshold θ1 will be adjusted to θ2. If the distance between the two line
segments within the threshold range is less than the threshold ρ2 and the minimum value
of the angle of the longer line segment to the vector (0,1),(0,−1),(−1,0),(1,0) is less
than θ3, then the longer line segment is retained as shown in Figure 8(b). In this paper,
θ1 = 25,θ2 = 5,ρ1 = 20,ρ2 = 4,θ3 = 5 . For the consideration of aesthetic design of floor
plans, most of the floor plans will have more orthogonal line segments, and the obtained
line segments need to be optimized. If

∣∣cos( ¯p j pi, ¯pi pk)
∣∣ is larger than a threshold, these

three points are co-linear, and p j, pk are the two connection points of pi . As in Figure
8(c), nodes 4, 5, 7, 2, 3, 6, etc. should be colinear. If the point pi has and only has two
connecting relations p j,pk, pi will be removed and p j,pk will be co-linear. When there
are more than 2 connecting relationships, this point needs to be retained.

5. Experiments and Results

The model in this paper was trained on NVIDIA GeForce RTX 3090 GPUs for a total
of 100 rounds of training. The model is optimally trained using the Adam [30] optimizer
with an initial learning rate of 1×e−3, decaying to 1×e−4. The input image is first filled
with the edges of the short edges according to the size of the long edges, and the fill
value is the maximum value of the image pixels, and then the image is scaled to a uni-
form size of 512*512.In this paper, three evaluation metrics, recall, precision and F1, are
used to compare the results. TP represents correct prediction, positive sample. TN means
prediction is correct, sample is negative. FP means prediction is wrong, the sample is
predicted to be positive but is actually negative. FN means wrong prediction, the sam-
ple was predicted to be negative, but it was actually positive. Recall = TP/(TP+FN) re-
flects the probability that the model correctly classifies all samples that are actually pos-
itive. Precision rate Precision = TP/(TP+FP) reflects the degree to which samples classi-
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fied as positive are guaranteed to be correct. F1 = 2*Precision*Recall/(Precision+Recall)
combines precision and recall to indicate the comprehensive performance of the model.
The comparison methods are Raster-to-Vector[7] and Lightweight-Openpose [28], be-
cause the Raster-to-Vector method implies the Manhattan assumption, so in this paper,
we only compare the straight wall these orthogonal household types in the comparison
process.The original model of Raster-to-Vector has a part about semantic segmentation,
while the data annotation in this paper does not have this information, so this part of
the Raster-to-Vector model is not processed. And Lightweight-Openpose (abbreviated as
LWO) needs to predict the direction information between key points, so in this paper,
when constructing its corresponding dataset, the direction vector of the wall line is the
point closer to the origin pointing to the point farther from the origin. For key points, if
a predicted point has the minimum distance to some target point and this distance value
is less than some threshold τα , then this predicted point is correct. The distance used
here is the Euclidean distance. If the two endpoints of a line segment obtained from the
prediction are both less than some threshold value τα from the two endpoints of the tar-
get line segment and the angles of the two line segments are similar, then this predicted
line segment is correct. Table 3 and Table 4 represent the comparison of the quantiza-
tion results for the inflection points and vectorized line segments of the wall doors and
windows, respectively (bold font marks the best results).

Table 3. Comparison of results of inflection point experiments

Wall Inflection Door Inflection Window Inflection

Precision Recall F1 Precision Recall F1 Precision Recall F1

R2V 0.97 0.9 0.93 0.91 0.83 0.87 0.88 0.75 0.81

LWO 0.99 0.95 0.97 0.95 0.82 0.88 0.86 0.82 0.84

Ours 0.98 0.98 0.98 0.96 0.83 0.89 0.9 0.87 0.89

Table 4. Comparison of experimental results for vectorized line segments

Wall Line Door Line Window Line

Precision Recall F1 Precision Recall F1 Precision Recall F1

R2V 0.94 0.88 0.91 0.91 0.82 0.86 0.87 0.76 0.81

LWO 0.93 0.93 0.93 0.94 0.81 0.87 0.84 0.8 0.82

Ours 0.98 0.97 0.97 0.96 0.83 0.89 0.91 0.87 0.89

From Table 3, it can be seen that this paper’s method is slightly inferior to the LWO
algorithm in terms of the accuracy of the wall inflection points, but it is superior to other
methods in all other indicators. For the vectorization results, it can be seen from Table
4that this paper’s method outperforms the other methods in all the indicators.

We also performed a comparison of the results under different PCKh thresholds, as
shown in Tables5 and Table 6, where s denotes the normalized distance of PCKh.

We also compared the comparison of mAP and mAR results after using different
RefineStages, see Figure 9. There is a significant improvement in the results from the 1st
to the second stage, and from the 2nd to the 4th stage there is an improvement, but it is
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Table 5. Comparison of keypoint AP results at different PCKh thresholds

AP@s=0.1 AP@s=0.2 AP@s=0.3 AP@s=0.4 AP@s=0.5

Wall 0.41 0.82 0.95 0.98 0.98

Window 0.38 0.65 0.83 0.88 0.9

Door 0.43 0.75 0.91 0.94 0.96

Table 6. Comparison of AP results for line segments at different PCKh thresholds

AP@s=0.1 AP@s=0.2 AP@s=0.3 AP@s=0.4 AP@s=0.5

Wall line 0.26 0.61 0.86 0.94 0.98

Windows line 0.24 0.44 0.7 0.84 0.91

Door line 0.28 0.58 0.77 0.9 0.96

Figure 9. mAP and mAR curves at different PCKh thresholds

very small, considering the fact that the more stages we use, the more parameters and
computations of the model, so we chose 2 RefinementStages in our experiments.

Some of the recognition results for different house plans in different styles and with
or without the presence of furniture are presented in Figure 10, with the original images
on the left and the recognized result images on the right. Categories such as bay window
and door orientation have been added to the list. It can be seen from Figure 10 that the
algorithm proposed in this article can accurately identify the house type even when the
household appliances and furniture are found in the floor plan.

6. Conclusion and Outlook

In this paper, we propose a framework for automatic floor plan recognition based on key
point detection, which uses 2D floor plan as input, detects the main body of the floor
plan to reduce a large amount of background information, and then outputs the key point
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(a) Original image (b) Recognition result image

Figure 10. Floor plans and corresponding floor plan recognition results

information of the main body of the floor plan as well as the semantic information of
the walls, doors, and windows through the model, and finally obtains the vector data
results based on the optimization of the post-processing of this information. This method
can reduce the workload from image to editable floor plan for further reconstruction and
provide the basis for 3D reconstruction of house type and furniture layout. Due to the
limited nature of data annotation and the relatively large differences in the styles of house
type images, the model is not very effective in recognizing some of these images. In view
of this, we can subsequently optimize the model iteratively by increasing the size of the
training set and the coverage of image styles with a view to alleviating this problem.
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