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Abstract. In this paper, we present LUMI, a system that explains document re-
trieval through span highlighting. LUMI allows users to select a query span and
highlights the most relevant part of a retrieved document using transformer-based
retrieval, improving transparency in legal and technical analysis.
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1. Introduction

Advancements in deep learning have improved Natural Language Processing (NLP),
with transformers [1] and Large Language Models (LLMs), greatly impacting Informa-
tion Retrieval (IR). While transformers perform well, their black-box nature limits ex-
plainability. This paper introduces LUMI2, a novel tool using span highlighting to ex-
plain retrieval results, based on the Most Important Sentence [2], using transformer mod-
els such as SBERT [3]. LUMI focuses on identifying key substrings within documents
that match user-selected query spans. To our knowledge, no other application offers this
dynamic functionality, which is related to input perturbation techniques [4,5], where
modifying parts of the input helps users understand which components drive the model’s
retrieval decisions. We demonstrate its use with the Task 3 dataset from Japanese civil
law retrieval for the Competition on Legal Information Extraction/Entailment (COLIEE)
[6], though it also has potential for various applications beyond legal data retrieval.

2. LUMI

LUMI helps legal experts identify which parts of a retrieved article best match a selected
query segment, providing a similarity score for the match. The implementation is built

1Corresponding Author: Sabine Wehnert, sabine.wehnert@gei.de
2We share our code on github: https://github.com/visakhpadmanabhan7/LUMI
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Figure 1. LUMI’s Architecture

Figure 2. User Interface of LUMI

using Python Flask3, while the user interface is developed with JavaScript. The overall
process is illustrated in Figure 1. In the user interface (see Figure 2), the user first selects
the SBERT model. During retrieval, we normalize the sentence embeddings from the
SBERT model and calculate the dot product similarity between them (equal to cosine
cosine similarity as embeddings are normalized). The dot product scores are then scaled
between 0 and 1 using min-max scaling. A cutoff threshold, determined from previous
experiments, is applied to provide candidate articles, in our use case from the whole set
of all Japanese Civil Code articles that meet this threshold as relevant to the query, which
we obtained from COLIEE Task 3 training data.

Once retrieval is complete, the user selects a query, chooses an article from the
relevant candidates, and specifies a substring length to match within the article, given
the highlighted span from the query (see the User Settings block in Figure 2). Finally,
the user selects a portion of the query text, and the system highlights the most relevant
substring from the article along with the corresponding similarity score. This approach
ensures that the highlighted substring is both relevant and meets the similarity thresh-
old. LUMI allows non-programmers to explore retrieval results and understand how the
model identifies similarity and relevance in retrieved documents, by tracing how specific
parts of documents align with query terms, e.g., to better understand false negatives.

3https://flask.palletsprojects.com/en/3.0.x/
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