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Abstract. The many initiatives on trustworthy AI result in a confusing and multi-
polar landscape that organizations are operating within the fluid and complex in-
ternational value chains must navigate in pursuing trustworthy AI. The EU’s pro-
posed AI Act will now shift the focus of these organizations towards the normative
requirements for regulatory compliance. Understanding to what extent standards
compliance will deliver regulatory compliance for AI remains a complex challenge.
This paper introduces the Trustworthy AI Requirements (TAIR) ontology, a simple
and replicable method for extracting and sharing relevant terms and concepts from
legal regulations and standard texts into open-knowledge graphs. The TAIR ontol-
ogy is vital for evaluating the sufficiency of standards conformance for regulatory
compliance, providing a foundation for identifying areas where further develop-
ment of technical consensus in trustworthy AI value chains will be indispensable to
achieve regulatory compliance. The evaluation of the TAIR ontology aims to detect
errors or inconsistencies based on best practices for ontology design.
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1. Introduction

The global interest in the ethical and social risks of AI has grown rapidly in recent
years [1,2,3,4]. In the primary wave of trustworthy AI initiatives, guidelines typically are
presented as structured statements of principles that organizations can adopt to demon-
strate some degree of trustworthiness in their development and use of AI technology[5].
With the increasing number of AI incidents[6,7,8], it became evident for policymakers
and public authorities that there is a wide range of applications through which AI neg-
atively impacts people’s lives that are developed and deployed with little external over-
sight [9,10].

With its political agreement on the AI Act [11] being reached at the end of 2023,
the European Union (EU) has become a pioneer in AI regulation. The AI Act specifies
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a tiered risk system, where some applications of AI are prohibited (Unacceptable risk),
and others are identified as a sufficiently low risk that only consumer labels or voluntary
codes of practice are required (Limited and Minimal risk). However, the focus of the Act
relies on regulatory oversight and compliance information exchange between these tiers
where high-risk AI systems are defined.

With the forthcoming enforcement of the AI Act, one of the key challenges for high-
risk AI providers and deployers is to navigate a sea of standards to address trustworthy
AI requirements through regulatory compliance. Additionally, the lack of common ter-
minology and detailed mapping of requirements are added to the complexity faced by
providers and deployers. Any mappings between legal requirements for trustworthy AI
and technical standards that enable conformance and certification functions that satisfy
those requirements should be flexible, extensible, transparent, and auditable solutions to
satisfy regulatory and organizational rules on governance process integrity. Open stan-
dards should be used, as far as possible, to increase third-party inspection and, there-
fore, confidence in the completeness and accuracy of mapping. In this paper, we take
an approach based on Open Knowledge Graphs (OKG) specified using standards from
the World Wide Web Consortium (W3C), which have been proven to be successful in
promoting interoperability between approaches, satisfying the requirements of the EU
General Data Protection Regulation (GDPR) [12] and expressing high-risk information
through an AI risk ontology based on the requirements of the AI Act and the ISO 31000
series of standards [13].

2. Related work

Some existing work addresses the challenges of implementing trustworthy AI require-
ments using OKG-based approaches. Amaral et al. [14] combine the Reference Ontology
for Trust (ROT) and the Non-Functional Requirements Ontology (NFRO) to characterize
an ontology that captures trust requirements for software systems. Inspired by ISO/IEC
JTC 1/SC 42 activities, Lewis et al. [15] propose a high-level ontology to map out the
consistency and overlap of concepts from different AI standards, regulations, and poli-
cies. Golpayegani et al. [16] use the aforementioned ontology to compare the semantic
interoperability between ISO/IEC 42001 standard on AI management system, the EU
trustworthy AI assessment list (ALTAI) and the EU AI Act. In this work, are map AI con-
cepts and requirements from regulations and standards to develop a mechanism to com-
pare, integrate, and relate the terminology used by these documents with the objective of
regulatory compliance.

3. TAIR: Trustworthy AI Requirements Ontology

The Trustworthy AI Requirements (TAIR) ontology2 provides the elements to describe
concepts and requirements associated with a regulation or standard. Figure 1 depicts the
TAIR ontology, where Requirement and Concept are the main classes in the ontology.

2TAIR webpage: https://tair.adaptcentre.ie/
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Figure 1. The TAIR ontology - key concepts and relations.

The Concept class is a subclass of the OntoLex3 vocabulary, which describes lin-
guistic resources such as the representation of dictionaries or annotations commonly
found in lexicography. The Requirement class is used to describe normative clauses.
A requirement could be related to a particular concept or lexical entry; this relationship
is denoted by the properties implementedBy (who is responsible for implementing the
described requirement), trackedBy (who tracks the updates of the requirement), and
uses (who uses the described requirement).

3.1. Requirements and Concepts Semantic Mappings

The mapping process (Figure
divided into clauses. The following paragraphs describe the three phases of semantic
mapping.

Elements identification In this phase, the concepts and requirements from a regulation
or standard are identified. Concepts are usually defined in a special section called “Terms

3https://www.w3.org/2019/09/lexicog/

2) considers the regulation or standard document structure
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Figure 2. The three phases in the regulation and standard requirements and concepts mapping process.

and definitions” or “Definitions”. On the other hand, requirements identification consists
of looking for clauses expressed in the verbal form of shall or shall not 4

Elements mapping After identifying the concepts and requirements, the next phase de-
scribes each requirement and concept definition into a linked data element, considering
the classes and properties from the TAIR ontology. The mapping process is divided into
concepts, lexical entries, and requirements, which are explained in the following para-
graphs.

i) Concepts mapping. The concept extraction and mapping process first involves
extracting explicitly defined terms such as SKOS concepts. The Simple Knowledge Or-
ganization System (SKOS) [17] can organize concepts into concept sets and establish
hierarchical relationships useful for building taxonomies. In SKOS, hierarchical asso-
ciations are defined as a ‘narrower’ or ‘broader’ relationship between concepts. The
structure of terminological lists (for example, subsection in the terminology section of
ISO/IEC standards), the text of the definitions, and cross-references between these are
used to capture taxonomical structures, using the SKOS ‘narrower’, ‘broader’, and ‘re-
lated’ relationships.

ii) Lexical entries mapping. Lexical entries are candidates for alignment with def-
initions from another document, e.g., from another referenced legislative document or
technical standard.

iii) Requirements mapping. Normative clauses are converted to atomic normative
requirements5.

iv) Requirement and concept mapping. A concept is associated with a specific
requirement through the properties uses if it is directly mentioned in the requirement.

Publication This phase provides the mechanisms for accessing the ontology docu-
mentation and querying the requirements and concepts. The Ontotext GraphDB6 graph
database was used to publish the TAIR ontology. GraphDB is a triplestore with RDF and
SPARQL support and graph visualization capabilities. Two demos 7 of the TAIR ontol-
ogy were developed, focusing on the requirements and concepts of the AI Act. The first
demo explores Chapter III of the AI Act related to High-Risk AI System requirements.
The second demo explores the concepts defined by the AI Act.

4ISO/IEC Directives, Part 2 - https://www.iso.org/sites/directives/current/part2/index.x
html

5A specific irreducible requirement involving named actors, activities, or entities
6https://graphdb.ontotext.com/
7TAIRdemo:https://tair.adaptcentre.ie/demo.html
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The extraction of requirements from the AI Act related to compliance obligations
on AI providers resulted in 118 separate requirements. Where relevant, these are linked
to the 46 explicitly defined concepts from Article three of the AI Act. Additionally, 23
lexical entries were extracted from the AI Act requirements.

3.2. Ontology evaluation

The TAIR ontology language conformity evaluation was conducted through the OntOl-
ogy Pitfall Scanner! (OOPS!) tool [18]. The OOPS! tool detects potential problems in
the provided ontology by means of a semiautomatic diagnosis for 32 pitfalls. Based on
the detected pitfall, the evaluation result is classified as minor, important, and critical.
Each pitfall is associated with an importance level decided in conjunction with OOPS!
developers, experienced ontological engineers, and users.

The pitfalls identified by the OOPS! tool for the TAIR ontology are minor prob-
lems. The most recurrent pitfall is the missing definition of inverse relationships, e.g.,
the inverse property constrains is not defined for the property constrainedBy. The
missing annotation pitfalls refer to properties and/or classes without a human-readable
property; it mainly occurs for external classes defined in the TAIR ontology, such as
LexicalConcept or Resource classes. Finally, the unconnected ontology elements pit-
fall occurs because a defined class is not connected with any other element of the on-
tology, e.g., the class LexicalConcept is not connected with any other class; the class
Concept refers to it but only as their subclass. All the unconnected ontology elements
and missing annotation pitfalls reference external vocabularies, e.g., SKOS or RDFS;
their definition will be found in the corresponding URI.

4. Conclusion and Future Work

The Trustworthy AI Requirements (TAIR) ontology provides a basis for mapping con-
cepts and requirements from normative statements in the AI Act and the conformance-
focused international standard on AI from SC42. It is partially available as an Open
Knowledge Graphs (OKG) resource that relates relevant concepts and requirements pub-
lished in a traceable, queryable, and navigable manner.

The model may be of use to policymakers and standards developers involved in the
development of harmonized standards, in guidelines to support the implementation of
the Act, such as EC guidelines to SME developing or public sector agencies procuring
AI, and those establishing transparency mechanisms for regulatory learning mechanisms
such as regulatory sandboxes and real-life trials.

In the long term, this approach and its open resources could be used to compare
proprietary or national trustworthy AI mechanisms to the conformance and compliance
system offered by the AI Act and its harmonized standards.
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