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Abstract. In recent years, Brazil’s federal judicial system has embraced digitaliza-
tion, making a large amount of legal process information available to citizens and
legal experts. Despite the advances, a significant portion of the data produced and
stored in legal systems presents itself in the form of natural language text, including
numerous petitions and legal decisions. This creates barriers for automated querying
and analysis of legal process data, especially considering the importance of the
content of legal decisions in these tasks. In this paper, we report on an automated
semantic annotation pipeline for judicial decision texts obtained from the official Na-
tional Uniformization Panel (TNU) jurisprudence website. NLP models are trained
in a few-shot learning context with a training set annotated by legal experts. The
semantic annotation approach is evaluated using precision and recall. The results of
the semantic annotation are produced into RDF-based nanopublications aligned with
a reference domain ontology. The annotations are accompanied with provenance
information including identification of the machine learning model used.

Keywords. Semantic Annotation, Legal Decision Classification, Machine Learning,
Legal Ontology

1. Introduction

The judicial system in Brazil, particularly in its federal domain, has embraced digitaliza-
tion to better handle and publicize legal process information. The body of jurisprudence
formed by the decisions of several courts (e.g., the TNU2) is made available through
public websites, allowing free access to citizens and jurists alike. However, despite the
potential benefits, in many cases information is still not available in easily processable
data formats. In previous works, some of us designed a domain ontology and performed
the ‘triplification’ of semi-structured data extracted from judgements available in the
official TNU jurisprudence website [1,2]. Nevertheless, an important portion of relevant
information still needs to be obtained by examining the content of decisions, produced by
judges and clerks and stored in natural language text. This means that key information
such as types of legal procedures, subjects of legal texts, legal reasoning, etc., are not
directly available for querying and analysis. In this paper, we extend our previous work
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and enrich the extraction process with the automated classification of the elements of
legal decision text. We adopt a learning approach and train Natural Language Processing
(NLP) models on real legal decision texts labeled by legal experts.

We employ Named Entity Recognition (NER), which consists in the identification and
classification of Named Entities (NEs) within unstructured text [3]. NEs are specific words
or phrases that represent entities of interest in a text contributing to the understanding
of the content and assisting in information retrieval. While conventional entities such as
names, locations, organizations, and dates can be discerned using pre-existing datasets,
the landscape of specialized domains such as legal texts requires bespoke training of NER
models with domain-specific data. In this particular application, we aim to recognize the
elements of discourse used to refer to types of judicial procedures (more specifically the
types of appeals that can be handled by the TNU), appeal subject, ratio decidendi and
decision outcome. We chose spaCy as our NLP library due to its simplicity, seamless
integration into production systems, and cost-effectiveness, making it an ideal component
to prototype our pipeline offering both rapid development and scalability. In addition,
spaCy is designed to perform various NLP tasks such as NER [4]. Features such as
combination of pre-trained models, customization capabilities, efficiency, rule-based
approaches, and community support position spaCy as a strong candidate for performing
NER in legal text. Its ability to handle both general and domain-specific entities, coupled
with its integration into larger NLP workflows, makes it a versatile and practical tool for
processing and extracting valuable information from legal documents.

Our overall goal is to automatically annotate decisions related to a specific type of
appeal within the Brazilian legal system, in the Scope of Special Federal Courts termed
Request for Standardizing the Interpretation of a Federal Law (RS). It is associated with a
specialized procedure and is characterized by its verbosity and lack of transparency. The
purpose of this judicial appeal is to reduce disparities in the interpretation of substantive
federal law [1]. Previously, our approach involved extracting knowledge from unstructured
text about judgements found on the official TNU jurisprudence website. These legal
texts were made available in an unstructured textual format in Brazilian Portuguese. We
first crawled the TNU website [2], upon which we proceeded with the annotation of
190 syllabi of the decisions, guided by expert clerks. After annotating the decisions, we
trained a custom spaCy model on the annotated data to recognize the specific parts of the
decision relevant to our task. With this trained model, we implemented an NLP pipeline
to transform the extracted information into a suitable RDF-star format, aligning it with
our ontology’s structure. We also carried out a validation of the automatic creation of
these new semantic annotations and we monitored the evolution of classic performance
metrics in relation to the size of the training dataset to assess the few-shot impact of our
learning process. This work addresses the critical problem of automating the extraction
and semantic annotation of legal decision texts to facilitate access, searchability, and
analysis of legal data. Resolving this issue is essential for improving legal research
efficiency and transparency in judicial processes.

This paper is further structured as follows: Section 2 provides an overview of the NLP
pipeline, covering the annotations by law clerks, model training, and its use in information
extraction; Section 3 presents an evaluation of the learning approach; in Section 4, we
discuss how the trained model is put to use, with automatically annotated data made
available in the RDF-star semantic format; Section 5 discusses works closely related to
ours; and finally, Section 6 concludes the paper, drawing perspectives for further work.
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2. Pipeline overview

In this section, we present an overview of our automated semantic annotation pipeline,
which extracts data from the TNU portal, includes a model training phase for domain-
specific NLP tasks, applies the trained models to annotate the data, and represents these
annotations through RDF-based nanopublications. Figure 1 shows an overview of the
whole process, revealing the aforementioned different components of our pipeline.

Figure 1. Pipeline overview

Our pipeline starts with data extraction from the TNU website3. It is well-established
that jurisprudence is one of the main sources of Law and legal research. In this sense,
the contents of court decisions from across the country are synthesized and disseminated
through the use of syllabi, each of which consists of a summary of the content of a judicial
decision. Many efforts have been made by federal agencies to suggest the standardization
of judicial syllabi and and there are already some guidelines provided by the Brazilian Na-
tional Justice Council (CNJ)4. Nevertheless, no strict rules are enforced in the formatting
of syllabus text; certain ad-hoc patterns are used by judges and clerks. This explains why
a simple NLP machine learning approach could be applicable for automated processing.

We curated a dataset with syllabi extracted from real judicial decisions available on
the TNU website. For our purposes, we selected a specific date range (July 1st, 2022, to
August 1st, 2023), retrieving all judgements (APPELLATE DECISION ON RS) within this
defined period to then manually annotate 190 syllabi. The selected syllabi were manually
annotated by legal specialists, including one law clerk of the Federal Judge of the Appeals
Admissibility Section, who supervised the annotations made by two interns, using the
vocabulary provided by a well-founded ontology for this legal domain [2].

3https://www.cjf.jus.br/jurisprudencia/tnu/
4https://shre.ink/CNJ-ementa-manual
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Figure 2 shows an updated fragment of the ontology employed, dubbed OntoRS [2].
OntoRS is a reference ontology that focuses on the handling of the specific type of
appeal (RS) ultimately judged at the TNU. The ontology is specified in OntoUML [5], an
ontologically well-founded UML profile whose primitives reflect ontological distinctions
of the Unified Foundational Ontology (UFO) [6].

The labels used in the annotation of decision syllabi correspond to classes in
the reference ontology, identifying: the TYPE OF APPEAL, the SUBJECT (of
an RS appeal), the decision’s REASONING (RATIO DECIDENDI), and the sta-
tus of the appeal after a decision: NOT HEARD, RENDERED MOOT, SUS-
PENDED, NOT ENTERTAINED, GRANTED TO REVOKE, NOT GRANTED
and GRANTED AND INDICATED. The status of an appeal after a decision follows
the respective norm that deals with the subject, namely, TNU’s internal Res. n. 586/2019.

Figure 2. Fragment of Request for Standardizing Legal Ontology

Although there are several tools for manual text annotation, we have developed our
own user interface to gain better control over the labelling process and eliminate potential
inconsistencies in the way tags are applied. Such inconsistencies could directly impact
the model’s performance. We built a minimalist design, eliminating elements that do not
directly support the user’s task, aligning with the 8th usability heuristic presented by
Nielsen and Norman [7]. A set of keyboard shortcuts streamlines the annotation process

M. Zorzanelli Costa et al. / Automated Semantic Annotation Pipeline 229



for our legal experts. The team of experts has been trained on how to annotate the syllabi
correctly and consistently.

Figure 3 shows a screenshot of the tool5, where the decisions are displayed in plain
text. Experts could select fragments of the text and apply the relevant labels. The extracted
fragments, along with their chosen labels, are displayed in the right pane of the interface.

Figure 3. Annotation tool for TNU decisions

Figure 4 depicts6 three manually annotated decisions from our dataset. Decisions
may refer to the same type of appeal, although they might use varying terminology.

Similarly, each decision encompasses a subject, which may vary widely in terms of
lexical descriptions. Additionally, every decision includes a reasoning (ratio decidendi),
but the textual descriptions can exhibit considerable heterogeneity. Finally, judgement
results obviously convey the essence of the decisions, which relate to the legal status of
the appeal after the decision (such as NOT HEARD, NOT GRANTED, SUSPENDED,
etc., as explained above).

Concerning automated annotations, it is well known that recognizing domain-specific
entities in legal documents requires customization of standard NER libraries, as specialized
vocabularies such as that used in legal documents turn inefficient the use of pre-trained
models7 (which use journalistic news or general internet texts). Because of this, we
have opted to train a customized model specifically for identifying and classifying core
information of the TNU decisions, including the type of appeal, its subject, the decision’s
reasoning and the judgement results. To start the model fitting process, a blank model was
created specifying a desired language (Portuguese in our case).

We have chosen spaCy to prototype our pipeline because, unlike most popular
Large Language Models (LLMs), it does not require much computational strength, with
optimisations for running on widely available CPU, not requiring specialized GPUs.
Furthermore, alongside other models, such as Word2Vec and GloVe, spaCy is based on
word vectors, also known as word embedding, This technique consist of representing
words as vectors, in which, closer vectors means words with similar meaning. This makes
it possible to determine the semantic similarity of words, sentences and documents. On
the other hand, spaCy uses a lexical-based strategy, meaning that the same words will have
the same embedding regardless of their context, without considering it for disambiguation.

5https://labdeborah.github.io/jurix-2024/
6We used the NER Text Annotator https://tecoholic.github.io/ner-annotator/ to illustrate.
7https://spacy.io/models/
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Figure 4. Examples of manually annotated decision syllabi

For example, the word ‘apple’ will have the same representation in both ‘I hate apple’ and
‘I ate an apple’. While LLMs generally outperform spaCy in some tasks, such as NER, we
chose spaCy due to its efficiency and our specific requirements, such as fast processing
on standard hardware.

In our training sessions, the model was configured with a batch size of 1,000, dropout
of 0.1, learn rate of 0.001, using the Adam optimizer (short for Adaptive Moment Estima-
tion). We employed dropout to prevent overfitting and selected Adam for its robustness
and efficiency. Instead of specifying a fixed number of training iterations through the
entire dataset, the model continues training until there is no improvement for 1,600 steps.
This approach allows us to maximize the performance of our model for NER tasks. Addi-
tionally, the usage of a seed was adopted to ensure reproducibility. Throughout training,
we have assessed the quality of the trained model by using 20% of the syllabi in the
dataset as testing set, as described in the sequel.

3. Evaluation

We have evaluated the trained model throughout its development by observing the effects
of the increase in the number of syllabi employed in training and calculating validation
metrics. Throughout this process, we have employed 37 syllabi in a test set (20% of the
final dataset). Evaluation was performed by comparing automatically annotated syllabi
against the gold-standard manually annotated versions. We produced validation metrics
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encompassing recall, precision and the F1-score. This analysis allows to draw conclusions
regarding the model’s proficiency in deducing accurate annotations related to various
aspects, such as the type of appeal, legal foundations, or the decision’s outcome.

Recall, precision and F1-score were tracked throughout the model’s training using
the built-in configuration training.score weights.

Per tag evaluations. We opted for a hold-out method for the validation, partitioning our
dataset 80/20. We conducted an evaluation for a model trained in all the tags. Results for
each tag are presented in Table 1.

tag precision recall F1-score

TYPE OF APPEAL 1.00 1.00 1.00
SUBJECT 0.70 0.82 0.76
RATIO DECIDENDI 0.68 0.63 0.65
NOT HEARD 0.61 1.00 0.76
GRANTED AND INDICATED 1.00 0.20 0.33
GRANTED TO REVOKE 0.46 0.55 0.50
NOT ENTERTAINED 1.00 0.67 0.80
NOT GRANTED 1.00 0.80 0.89
SUSPENDED 0.67 1.00 0.80
RENDERED MOOT 1.00 0.71 0.83

Table 1. Performance metrics per tag for SpaCy

An analysis of the metrics for each individual tag reveals that the most prevalent
tags—SUBJECT, TYPE OF APPEAL, and RATIO DECIDENDI—which are likely
to appear in all decisions, generally exhibited better performance, as evidenced by their
higher F1-scores. Among these, TYPE OF APPEAL achieved a perfect score, 100%
precision, recall, and, thus, F1-score , a reflection of the usage of only one type of appeal
in the dataset, which substantially boosted the performance of our model in this tag. In
contrast, less common tags like GRANTED AND INDICATED had fewer samples
and performed poorly, with an F1-score as low as 0.33.

Despite this, for decision outcomes such as RENDERED MOOT, NOT GRANTED,
and SUSPENDED, there are more promising results, and even with the small sized
dataset, we demonstrate that the approach is viable. The tag NOT GRANTED accounted
for approximately 8% of the total dataset, but RENDERED MOOT was a surprise, as
our model effectively identified the significance of the term “prejudicado” present in all
samples (both train and test).

Although overshadowed by other tag classifications, NOT HEARD represents ap-
proximately 45% of the dataset decisions. In nearly all cases, the sentence “não conhecido”
was the crucial indicator for correct labeling. While this might appear to be a straight-
forward binary classification, unlike tag RENDERED MOOT, these keywords are not
always isolated; they are often embedded within lengthy sentences, which increases the
risk of misclassification with tags like SUBJECT and RATIO DECIDENDI.

On the other side of the spectrum, GRANTED AND INDICATED was never
misclassified, achieving an impressive 100% precision. However, its overall performance
in recognizing the tag was suboptimal, with low recall (and consequently low F1 score).
Despite having no false positives, as reflected by its precision, it suffered from numerous
false negatives, indicating that it failed to classify the tag either correctly or incorrectly.
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Few shots evaluation. We assessed the trend in the improvement of our models’ per-
formance in relation to the change in size of the training set. These trends are plotted in
Figure 5. During the training phase, performance exhibited improvement across different
dataset sizes. Precision, recall and F1 improved consistently, reaching the highest point
with maximum training set size. All measured metrics showed improvements following
training set size, with the greatest improvement occurring from approximately 60% to
80%. This suggests that the dataset size and the overall performance of spaCY are directly
linked, with great benefits coming from larger datasets in the range investigated.

Figure 5. Model performance with respect to training set sizes

4. Representing machine learning-based annotations in RDF

One of the pillars within the realm of Big Data, known as the so-called “5Vs,” concerns
the concept of veracity, which pertains to the level of confidence one can attribute to data.
Data collected directly from semi-structured formats on the web (such as the data we
extracted from the TNU portal in previous work [2]), cannot be considered to have the
same level of certainty as the knowledge produced through the application of statistical-
based models such as the one discussed here. We therefore designed in this new iteration
of our project, the publication of triples as nanopublications (which represent the smallest
meaningful assertion expressed in RDF [8]). We capture both the provenance and other
details such as the uncertainty associated with the models responsible for generating
this data. We used RDF-star, an extension of RDF introducing the concept of quoted
triples, offering a concise way to make statements about other statements [9]. Therefore,
it enables the inclusion of descriptions, such as scores, weights, temporal aspects, and
provenance, to be attached to edges in a graph as depicted in Figure 6.

In our scenario, the globally unique and persistent identifier that represents the
provenance of the nanocertification can take one of two forms. It can either be the URL
from which the information was extracted via the ETL process, as outlined in our earlier
work [2], or, alternatively, it can be the identification of the specific machine learning
model responsible for inducing and generating the nanocertification. A machine learning
model can be identified using the hashcode of the serialized file that reifies the model. In
this manner, this hashcode serves as a quasi-unique signature of the model recognizing
that collisions are conceivable in certain instances with an exceedingly low probability. In
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Figure 6. RDF-star representation of our machine learning-based annotations

addition to providing the origin of the nanocertification, we are also publishing8 some
other metadata associated such as the dataset identifier used for training the model, the type
of machine learning model employed, some details about the model (e.g. hyperparameters
values) and the performance metrics associated with the induction of the nanocertification.

5. Related work

The process of extracting relevant information for legal evidence can be challenging,
especially when dealing with unstructured data (see [10]). As emphasized by the authors
in [11], there exists a significant demand for NER-annotated datasets comprising legal
documents. Exploring legal documents within the context of the Brazilian Judiciary faces
a challenge due to the scarcity of reliably annotated corpora by experts. In [12], the
authors have created an extensive Portuguese corpus dedicated to legal named entity
recognition, consisting of 594 decisions annotated by 76 law students. In a more com-
prehensive approach, they included a platform for selecting top annotators, which is
then used to generate the dataset. They utilized nine years of decisions and focused on
extracting key sections from the full text of the decisions rather than syllabi. They used
various technologies, including spaCy. In [13], they tested several models in a zero-shot
experiment for Portuguese, and spaCy outperformed the others. In [14,15] the authors also
used spaCy. In [16], the authors have assembled a dataset comprising 70 legal documents
sourced from various Brazilian Courts and legislation documents. In these two efforts, the
categories of tags they use are broader in nature when compared with those used in the
present work (person, organization, location). Instead, we aim to assess the feasibility of
identifying elements in a highly specialized niche of the Brazilian judicial system.

The labeling of legal documents and training a set of classifiers on limited data is a
topic extensively addressed in the literature, as highlighted in [17]. Moreover, due to the
complexities involved in creating substantial authentic datasets, the few-shot scenario has
become a common context in the annotation of legal texts [18,19,20]. Further, a prevalent
alternative to manually curated datasets is to depend on automated extraction methods
to produce or enrich datasets, as illustrated in [21,22]. In [23], the authors introduce a
system tailored for the extraction of legal knowledge, specifically targeting functional text
segmentation. Leveraging contextual embedding techniques and embracing the few-shot
scenario, their approach demonstrates promise in handling the scarcity of annotated data.

8https://github.com/LabDeborah/jurix-2024
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NER plays a significant role in enhancing the accessibility of legal texts by extracting
elements such as law references, jurisdictions or court decisions [11,24,25,26]. Another
related task is referred to as legal text segmentation or the classification of legal sentences,
as exemplified in works like [27,28]. A common subsequent task involves linking named
entities, tags or references in legal texts to corresponding vocabularies, conceptual graphs
or ontologies (see [29,30,31,32,33]). Recently, an increasing number of integrated anno-
tation platforms have emerged for the classification of legal statements [30,34,35]. Such
platforms are designed with the objective of generating formal representations of legal
texts in legal knowledge bases [36], and could, in principle also be applied in the context
of the problem we have addressed here with a bespoke tool.

In the study presented in [37,38], the authors delineate some reasons behind the
relatively low scores observed in NER performance. They attribute these results to three
key factors: a limited number of tokens within the entity of interest, an elevated average
segment length, and a high level of semantic similarity.

The intersection between nanopublication principles and legal data is an area of
increasing interest, though it remains less explored compared to other domains [39].
In [40], it was demonstrated that RDF-star is well-suited for knowledge exploration
and systematic querying in knowledge graphs, effectively addressing the limitations of
reification. However, the authors of [41] argue that despite the adoption of RDF-star by
various libraries and graph stores, the generation of RDF-star graphs remains largely
unexplored. Our present work enables richer semantic annotations that encompass both
the data and its provenance and context, significantly enhancing the interpretability and
usability of legal knowledge compared to previous studies that focus primarily on entity
extraction without addressing the formal representation of the extracted information.

6. Final Considerations

The Brazilian Judiciary has already embraced artificial intelligence systems [42]; however,
to the best of our knowledge, courts have yet to adopt ontology as a foundational artefact
to promote interoperability [43] or to guide the application of learning-based approaches.

In this paper, we addressed the challenge of resemantizing data related to a specific
type of appeal within the Brazilian legal system. This work demonstrates the feasibility
of automating semantic annotations in a specialized legal domain using a tailored NLP
pipeline, which includes the creation of a dataset, a custom NER model, an RDF-star
based annotation framework with provenance and uncertainty, thereby enhancing legal
data veracity and research efficiency while paving the way for AI-driven legal decision
support systems.

A future challenge lies in extracting additional information and knowledge from
the subjects of appeals and the reasoning of decisions, where the approach faces greater
complexity due to the intricate nature of legal jargon. We also plan to conduct a thorough
comparison with other LLMs on this specific task and dataset to better assess performance
differences. A second evaluation by legal experts could also be valuable for assessing
the system’s capacity to meet legal objectives, particularly when annotations are deemed
incorrect but may be considered less critical from the experts’ perspective. We ultimately
aim to encompass aspects such as events [44], law references [24], citations of court
decisions [25] or jurisdictions [11]. Through enhanced decision annotations, our aim is to
develop recommendation systems that rely on semantic evidences, as exemplified in [45].
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