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Abstract. This paper introduces InsideOut, an original innovative
framework that augments the emotional intelligence of Large Lan-
guage Models (LLMs). Motivated by the cartoon, InsideOut is de-
signed around a net of specialized agents, each dedicated to one
of Ekman’s fundamental emotions. These agents collaboratively re-
fine responses sensitive to the emotional context of interactions. Our
assessments, conducted using EmpatheticDialogues and involving
models like GPT-4 and GigaChat, indicate substantial improvements
in identifying human emotions and generating empathetic responses.
These improvements are most evident in situations with apparent
valence-arousal differences. InsideOut offers a promising avenue for
evolving AI into more perceptive and human-centric communicators.

1 Introduction

Integrating emotional intelligence into AI, particularly Large Lan-
guage Models (LLMs), is crucial for human-AI interaction [34, 19].
LLMs are increasingly used in sectors like mental health support [9],
customer service [23], and education [6]. However, studies suggest
that mainstream LLMs, like ChatGPT by OpenAI, lack emotional in-
telligence compared to traditional models, particularly in generating
empathetic dialogues [34, 19, 8].

We propose InsideOut, a system enhancing LLM-human interac-
tions to tackle this challenge. It comprises emotionally enhanced
LLM agents representing Ekman’s five basic emotions [4]: anger,
disgust, fear, happiness, and sadness. These agents collaborate to
support a final aggregator, which formulates responses to users,
enabling the system to deliver empathetic and relevant responses.
We examine two configurations: Emotion Recognition in Conver-
sation (ERC), where agents provide emotion labels and confidence
levels, and Empathetic Response Generation (ERG), where varia-
tions of replies are generated. This setup separates emotion recog-
nition [30, 31] and response generation, allowing users to prioritize
and evaluate enhancements for ERC and ERG tasks separately.
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InsideOut enhances emotion recognition and empathy in LLMs,
integrating easily with existing systems. Rigorously tested against
baseline LLM adaptations and specialized ERC models, it shows
transformative potential in advancing emotionally intelligent AI. It
offers a straightforward upgrade path for individuals and businesses,
promising more authentic connections with human emotions.

Thus, our main contributions are as follows:

• Introduction of InsideOut, a system that enhances the emotional
intelligence of LLMs, allowing for more empathetic interactions.

• Development of a framework that supports easy experimentation
and comparison of various InsideOut-enhanced LLM configura-
tions, thus simplifying access to sophisticated emotional AI tools.

• Demonstration of significant improvements in emotion recogni-
tion and empathetic response generation, with state-of-the-art ac-
curacy surpassing existing models.

2 Related Work

Emotion Recognition in Conversation (ERC). Research in ERC
has made significant strides, especially with the most recent LLM
developments. The authors of [3] initially proposed M2FNet, a mul-
timodal fusion network for ERC, incorporating visual and audio data
alongside textual information [29, 30]. Building on that, [35] intro-
duced DialogueLLM, which fine-tunes LLMs with multimodal emo-
tional dialogues, enhancing emotion understanding with contextual
and visual cues. InstructERC [10] also used LLMs to introduce a re-
trieval template module that integrates multi-granularity dialogue su-
pervision and unifies emotion labels via a feeling wheel. These works
underscore the evolution of ERC towards more comprehensive and
context-aware systems.

Empathetic Response Generation (ERG). The empathetic re-
sponse generation task involves interpreting user emotions and re-
sponding with empathy [27]. Previous work has focused on emo-
tional state identification [27], strategic response generation [17],
positive emotion elicitation [38], and integrating contextual knowl-
edge [14]. Recent advances include emotion-cause elements [2], re-
fining responses by desired emotions [26], and developing emotion-
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Figure 1: InsideOut for ERC (left) and ERG (right) tasks. Each emotional agent is tasked to embody a specific emotion, guiding its decisions
accordingly. In the ERC task, agents are prompted to identify human emotions from the conversation history. In the ERG task, agents are
tasked with predicting the final response in the conversation based on the current conversation history and extracting other speaker’s emotions.

ally self-aware models [36]. In contrast with previous research, our
framework employs a network of emotionally adjusted agents for
more accurate and empathetic responses.

3 Proposed Framework

This section presents the proposed InsideOut plug-and-play frame-
work (Fig. 1), which can extend any existing LLM. It comprises two
distinct configurations tailored to address specific tasks in emotional
AI: ERC and ERG. The core architecture includes emotional agents
and an Aggregate Agent organized in a star-like network. Each emo-
tional agent is prompted [11, 20] to make decisions based on one
of five basic emotions (anger, sadness, happiness, disgust, and fear)
selected according to Paul Ekman’s established classification [5].
These agents analyze various emotional contexts from different per-
spectives, while the Aggregate Agent synthesizes these perspectives
based on the task requirements.

In the ERC configuration, each emotional agent is prompted with
dialogue and tasked with determining the underlying emotion. They
provide evaluations of the emotion or a probabilistic confidence level
and a rationale for their assessment. The Aggregate Agent consoli-
dates these outputs to form a comprehensive judgment on the user’s
emotional state, which the Simple Agent then utilizes. This agent,
equipped with emotional context and dialogue history, crafts re-
sponses designed to engage the user positively. This configuration
is optimized for robust performance in emotion recognition tasks.

In the ERG setting, the LLM assesses the user’s emotional state
in a zero-shot manner and shares this with emotional agents. These
agents, informed by the assumed emotions, propose responses aimed
at improving the user’s well-being. The Aggregate Agent then selects
the most effective response, optimizing for empathy.

The proposed methodology differentiates between emotion recog-
nition and positive emotion elicitation, acknowledging their unique
influences on conversational AI dynamics [38]. By individually opti-
mizing these aspects, we can examine their effects on system perfor-
mance, enhancing emotional intelligence and user engagement.

4 Experimental setup

Dataset. Our experiments are conducted on the EmpatheticDia-
logues dataset [27], a comprehensive collection of multi-turn con-
versations comprising 25000 empathetic dialogues. These dialogues
were gathered through Amazon Mechanical Turk and involved in-
teractions between a speaker and a listener. The dataset includes 32

emotion labels evenly distributed capturing speakers’ and listeners’
emotional states. In the same paper, human assessors estimated mod-
els trained on this dataset to be more empathetic.

Selected LLMs. We integrate our framework into different classes
of LLMs, including GPT-3.5 and GPT-4 by OpenAI, which are
known for their power and wide usage. We expect the best results
given GPT-4’s superior performance in various tasks [25, 22, 7]. Ad-
ditionally, we explore Mistral-7B, a smaller model showing improve-
ments over larger ones, for the ERC task. We also tested sensitivity
to language distribution using GigaChat and trained on more Rus-
sian texts for Russian language processing. For the sake of repro-
ducibility, in all our experiments, we fixed the versions of the propri-
etary models (“gpt-3.5-turbo-0125” for GPT-3.5 and “gpt-4-0125-
preview” for GPT-4) and set the temperature parameter to 0.

Task-specific baselines. Following prior literature [1, 32], we
use various state-of-the-art baselines to measure our model’s per-
formance. Transformer [33] is a basic Transformer-based encoder-
decoder model. MoEL[16] detects user emotions and generates an
empathetic response by combining output states from specialized
Listeners optimized for different emotions. MIME[18] model incor-
porates polarity-based emotion clusters and stochastic emotion mix-
ture. EmpDG [13] leverages coarse-grained dialogue and token-level
emotions. CEM [28] includes the user’s emotional and cognitive un-
derstanding of their situation in the model configuration. KEMP [14]
uses the CONCEPT-NET knowledge graph and the emotional lexi-
con “NRC VADas” to enhance implicit emotion representation.

Evaluation: Classic metrics. Following the literature [1], we pro-
vide the accuracy measure (ACC) for the ERC task and use varia-
tions of the ROUGE [15], BLEU [24], and Distinct-1 [12] metrics
for the ERG task. ROUGE and BLEU are commonly used to mea-
sure similarity of the generated response to the reference text, while
the Distinct-1 metric measures the generation diversity.

Evaluation: Assessor Metric. While classical ERG metrics fo-
cus on n-gram matching and lack deeper semantic understanding,
human assessors offer holistic evaluations, considering context and
novelty. However, human evaluation is costly and impractical for
large datasets. Recent studies employ advanced language models like
GPT-4 for automated evaluation [21], which is cost-effective and
scalable. According to [37], evaluation criteria include Fluency (re-
sponse coherence and smoothness), Identification (effectiveness in
addressing the seeker’s problems), Empathy (understanding of the
seeker’s feelings and situation), Suggestion (quality of advice given),
and Overall effectiveness in providing emotional support.
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5 Experimental Results

Let us present our experiments’ detailed results, which aim to eval-
uate the influence of the framework. We will refer to “Baseline” to
denote the configuration involving the LLM alone and “InsideOut”
to describe the LLM enhanced by our framework. In the ERG task,
we also employ the notation “ERC+Baseline/InsideOut” to refer to
the configuration where emotions are initially recognized and incor-
porated as supplementary input to the LLMs alongside the dialogue
history. The results for each task are presented separately.
Table 1: Result of automatic evaluation of Baseline LLMs in ERC
task (32 classes), ACC. Both LLMs significantly outperform con-
ventional SOTA baselines.

MoEL MIME EmpDG CEM KEMP Baseline GPT-3.5 Baseline GPT-4

31.74 30.96 31.65 36.84 36.57 38.00 44.20

Table 2: Result of automatic evaluation of Baseline LLMs and its
modifications in ERC task, ACC. Consistent improvement for GPT-
4 and GigaChat models with InsideOut modification is observed.

# Classes Base Model Baseline InsideOut Improv.

GPT-3.5 38.00 35.30 -7.11%
32 classes GPT-4 44.20 45.10 2.04%

GigaChat 30.79 33.31 8.18%
Mistral-7B 18.85 16.42 -12.89%

GPT-3.5 41.70 50.04 20%
18 classes GPT-4 51.72 55.2 6.73%

GigaChat 41.24 46.35 12.39%
Mistral-7B 31.15 30.71 -1.41%

Emotion Recognition in Conversations (ERC). Table 1 and 2
show the results for the ERC task. Here and further, the best results
are highlighted in bold, and the second-place results are underlined.

A study comparing GPT-3.5, GPT-4, and state-of-the-art models
on the EmpatheticDialogues dataset shows LLMs to outperform sig-
nificantly, with GPT-4 leading by 21% in emotion prediction. Insid-
eOut consistently benefits GPT-4 and GigaChat across 32 emotion
classes. GPT-3.5 improves in an 18-emotion subset but struggles in
the 32-class setting. Mistral-7B’s performance decreases with task
complexity, while GPT-4 handles it effectively.

Detailed analysis of responses highlights a challenge with base-
line models: they tend to misclassify emotions as happiness, particu-
larly overlooking anger and sadness, consistent with Ekman’s theory
[4]. Baseline GPT models struggle with nuanced emotional distinc-
tions. InsideOut framework addresses this problem, improving accu-
racy across all emotions, including finer classifications.
Table 3: Result of automatic evaluation with classic metrics in ERG
task: BLEU (B-1, B-2, B-3, B-4), ROUGE (R-1, R-2) and Distinct-1
(Dist-1). While LLMs score lower on text similarity metrics, higher
Dist-1 suggests greater answer variability.

Base Model Method B-1 B-2 B-3 B-4 R-1 R-2 Dist-1

Transformer 18.07 8.34 4.57 2.86 17.22 4.21 0.36
MoEL 18.07 8.30 4.37 2.65 18.24 4.81 0.59

- MIME 18.60 8.39 4.54 2.81 17.08 4.05 0.47
EmpDG 19.96 9.11 4.74 2.80 18.02 4.43 0.46
CEM 16.12 7.29 4.06 2.03 15.77 4.50 0.62
KEMP 16.72 7.17 3.77 2.33 16.11 3.31 0.66

Baseline 11.11 2.77 0.83 0.29 16.29 2.25 0.84
GPT-3.5 ERC+Baseline 11.84 2.85 0.84 0.3 16.91 2.3 0.86

ERC+InsideOut 8.74 1.89 0.46 0.14 14.02 1.56 0.78

Baseline 7.27 1.6 0.41 0.15 11.08 1.34 0.83
GPT-4 ERC+Baseline 7.69 1.6 0.41 0.11 11.57 1.3 0.83

ERC+InsideOut 6.11 1.26 0.24 0.06 10.16 1.01 0.74

Empathetic Response Generation (ERG). The results for the
ERG task are outlined in Tables 3 and 4 that provide insights from
classic metrics and GPT-4’s assessment.

Table 4: ERG Evaluation Metrics by GPT-4 as an Assessor, score out
of 10. Columns: Fluency (F), Identification (I), Empathy (E), Sug-
gestion (S), Overall (Ovr.) and Improvement Overall (Impr. Ovr.).

Model Method F I E S Ovr. Impr. Ovr.

Baseline 9.19 8.02 8.98 6.02 8.06 -
GPT-3.5 ERC+Baseline 9.21 7.95 8.84 5.88 7.96 -1.24%

ERC+InsideOut 9.22 8.05 9.05 7.11 8.28 2.73%

Baseline 9.16 8.04 8.96 6.72 8.14 -
GPT-4 ERC+Baseline 9.14 8.06 9.00 6.72 8.19 0.61%

ERC+InsideOut 9.24 8.10 9.24 7.53 8.46 3.93%

One notable observation is the inconsistency in various metrics.
Traditional metrics like ROUGE and BLEU suggest that task-specific
models outperform LLMs in the ERG task. In contrast, the Dist-1
metric indicates LLMs produce more varied responses than baseline
models, aligning with prior research [37]. Exploring InsideOut’s im-
pact on LLMs, Table 4 shows it enhances overall response quality
by over 2.7%. Interestingly, integrating InsideOut reduces the Dist-
1 metric, indicating more human-like diversity in responses. This
highlights the trade-offs between traditional text similarity metrics
and emotional resonance in generated responses, underscoring In-
sideOut’s potential to enhance empathy in LLM outputs.

6 Conclusion

This study introduces InsideOut, a framework designed to increase
LLMs’ empathy. We comprehensively examine its impact on various
LLMs for ERC and ERG tasks. Our findings show a complex land-
scape in which the benefits of employing InsideOut vary significantly
across different models and tasks.

In ERC tasks, InsideOut significantly boosts emotion recognition
accuracy in models like GPT-4 and GigaChat, particularly in dis-
tinguishing among 18 different emotion classes in varied emotional
contexts, achieving up to 20% improvement over baseline models.
However, challenges arise with models like Mistral-7B or when the
emotional classes are closely clustered, showcasing difficulties in
adapting InsideOut to diverse model capacities.

The ERG task yields mixed results, balancing text-based accuracy
metrics and empathetic response quality. While BLEU and ROUGE
typically decrease with InsideOut, there are notable improvements in
empathetic and contextually relevant metrics. This highlights trade-
offs between traditional text similarity metrics and emotional reso-
nance in responses. Our study underscores InsideOut’s potential to
enhance LLMs’ understanding and generation of emotionally reso-
nant content, which is vital for empathetic interactions. Future work
should refine integration techniques for smaller models like Mistral-
7B to boost InsideOut’s utility in practical applications.

Overall, this research contributes to a deeper understanding of how
LLMs can be effectively augmented to better handle the complexities
of human emotional expression, providing a stepping stone for future
innovations in empathetic AI systems.

Limitations. Although our experiments used only the Empathetic-
Dialogues dataset, the results strongly support InsideOut’s effective-
ness. To further generalize these findings, future research should con-
sider testing InsideOut on diverse datasets and with a broader scope
of models, including small and mid-size LLMs.
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