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Abstract. We introduce ADBL2, an assisted debate builder tool.
It is based on the capability of large language models to generalise
and perform relation-based argument mining in a wide-variety of do-
mains. It is the first open-source tool that leverages relation-based
mining for (1) the verification of pre-established relations in a debate
and (2) the assisted creation of new arguments by means of large
language models. ADBL2 is highly modular and can work with any
open-source large language models that are used as plugins. As a
by-product, we also provide the first fine-tuned Mistral-7B large lan-
guage model for relation-based argument mining, usable by ADBL2,
which outperforms existing approaches for this task with an overall
F1-score of 90.59% across all domains.

1 Introduction

There has been a lot of research in artificial intelligence, focusing
on leveraging argumentation theory for non-monotonic reasoning
[10, 29]. Starting with Dung’s seminal work [12], many researchers
have considered abstract argumentation frameworks, composed of a
set of arguments and a binary attack relation between them, and cre-
ated many semantics for tasks such as computing accepted sets of
arguments [3, 5] or rank arguments [1, 4, 30].

This abstract argumentation framework was extended with many
features such as supports [2, 7, 15], sets of attacking arguments
[25, 31], or probabilities [17] among others. However, one important
question that remained was: “Where do argumentation frameworks
come from in real-life settings?”.

While there are some pieces of evidence that the fundamental as-
pects of abstract argumentation frameworks have links with human
reasoning [9, 28], humans debates or natural language texts are not
always written as arguments and the relation between arguments is
not always clear, even for experts [8]. The question of the origin of
argumentation frameworks is crucial to facilitate the application of
argumentation theory semantics in real-world contexts.

Some online debate platforms like Kialo1, Debategraph2, Ratio-
nale3, or Argüman4 allow users to formalise (individually or collab-
oratively) debates into arguments and attacks/supports. While this
constitute a possible source of argumentation frameworks, users are
not assisted in the creation of arguments, leading to redundancies,
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1 https://www.kialo.com/
2 https://debategraph.org/
3 https://www.rationaleonline.com/
4 https://arguman.org/

poorly phrased arguments or wrongly classified relations. We argue
that an automatic assistant is essential to help users elicit high quality
argumentation frameworks. Moreover, this automatic assistant would
need to be highly adaptable to a variety of debate domains, thus mo-
tivating the need for large language models (LLMs).

In this paper, our contributions are as follows:

• ADBL2, an assisted debate builder tool. It leverages the capability
of large language models to generalise and perform relation-based
argument mining (RBAM) in a wide-variety of domains. While
RBAM has been used for several tasks [6, 19], ADBL2 is the first
open-source tool that imports debates from Kialo and leverages
RBAM for (2) the verification of existing relations in a debate,
and (3) assist users in the creation of new arguments.

• An open-source and fine-tuned Mistral-7B LLM for the task of
relation-based argument mining, embedded in ADBL2, which
outperforms existing approaches in multiple domains.

This demonstration paper is structured as follows. In Section 2, we
motivate the use of fine-tuned LLMs for the RBAM task. In Section
3, we introduce the architecture and use-cases of ADBL2. In Section
4, we explain the data collection, fine-tuning, and evaluation of our
LLM. Finally, we conclude and discuss future work in Section 5.

The demo video is available at: https://youtu.be/KMzqKJlH9lE.

2 LLMs for Relation-based Argument Mining
Relation-based argument mining is a fundamental task in argument
mining and is essential to support online debates and obtain high-
quality argumentation frameworks [20]. It consists in the automatic
identification of argumentative relations, aiming at determining how
different texts are related within the argumentative discourse. While
RBAM can take many forms, we will focus on the binary version in
this paper, i.e., classifying relations as supports or attacks. For exam-
ple, given the following three argumentative texts from Kialo. a1 =
“It is important for sporting bodies to level the playing field among
atheletes”, a2 = “The knowledge that they will never beat a com-
petitor like Caster Semenya can damage the athlete’s mental health”,
and a3 = “By trying to weed out extraordinary sportswomen to cater
for the majority, the sporting community could lose extremely tal-
ented atheletes”. One can infer that a2 supports a1 as it illustrates
the potential mental health concerns of not leveling the playing field
in sports while a3 attacks a1 by suggesting that leveling the playing
field could lead to unintended consequences (i.e., losing exception-
ally talented athletes), thus weakening it. Here, contextual informa-
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tion about individuals (e.g., the identity or characteristics of Caster
Semenya) or events (e.g., the breakdown of athlete Lynsey Sharp dur-
ing the Rio’s Olympic 800m final) are important for the prediction.

While there are some small transformer-based models (e.g.,
BERT-based models) that can perform relatively well on specific
datasets by identifying language patterns and learning good latent
representation of concepts, they are usually limited to specific do-
mains [24] and fail to generalise across multiple dataset [26]. This
generalisation capability is essential if one wants to have a single
backbone model for a debate assistant tool.

The recent work of Gorur et al. [14] explores the usage of two
types of open-source LLMs (Meta AI’s Llama-2 models [27] and
Mistral AI’s models [18]) for RBAM on ten datasets. They showed
that LLMs equipped with few-shot examples (2 pairs of fixed ar-
guments) outperform the RoBERTa baseline. However, while the
larger models (70B parameters) had better performances, they also
had slower inference time and greater GPU requirements. In this pa-
per, we will explore whether fine-tuning smaller LLMs for RBAM
can yield similar or better performances.

3 The ADBL2 Tool
ADBL2 is an online tool aiming to ease debate tree construction
leveraging LLMs and prompt techniques to help the user formulat-
ing arguments which can be unclear. The source-code of the tool is
available at: https://github.com/4mbroise/ADBL2.

ADBL2 allows users to verify existing relations and assist users
in the creation of new arguments by relying on its underlying LLM-
based RBAM model. For example, in the unfolded scenario when
one wants to edit an existing argument which is connected to other
arguments, it is essential to verify that the existing relations remain
the same or to modify them accordingly. In an other scenario where
a user wants to add a new argument to a parent argument, the clas-
sification probability displayed to the user can help them to modify
and refine their textual arguments to achieve the desired effect.

The architecture of ADBL2, represented in Figure 1, can be di-
vided in two main parts.

1. The Web UI which consists in a web application where the user
can import an argumentation tree (using Kialo’s format), explore
it, apply changes, and export the result argumentation tree.

2. The inference core of ADBL2 translates the user input according
to the prompt engineering technique (e.g., adding a few-shot prim-
ing or not) and the selected LLM (different LLMs have different
prompt templates) into a final prompt. Then, the inference core
performs RBAM, i.e., the output of the LLM is constrained using
LMQL5 to obtain the probability to predict each label ("attack"
and "support") which is given to the user via the Web UI.

4 A Fine-tuned LLM for relation-based mining
4.1 Datasets

Our test dataset D consists of triples (x, y, z) ∈ D such that (x, y) is
a pair of argument and z ∈ {attack, support} is the type of the re-
lation from x to y. We collected these triples by exporting debates on
various domains (Art, Climate Change, etc.) from Kialo between the
8th and 15th of March 2024. We made use of the random undersam-
pling algorithm from the imbalanced-learn library6, first by domain

5 https://lmql.ai/
6 https://imbalanced-learn.org/

and by relation type, to obtain a balanced dataset. The number of
triples per domain is displayed in Table 1.

While it is not possible to reproduce the baseline protocol of Gorur
et al. [14] (as they do not provide the Kialo dataset they used),
we wanted to get as close as possible to their settings. We created
a similar dataset Dl,p,s of arguments related to law, politics and
sports debates. This dataset was separated in a train (DTrain

l,p,s with
DTrain

l,p,s ∩ D = ∅) and test (DTest
l,p,s ⊆ D) datasets, with a 77.8/22.2

split, while preserving class balance.
Given a Kialo bipolar argumentation tree F = (A,S, C, r), where

A is a set of arguments, S ⊆ A × A is a binary support relation
between arguments, and C ⊆ A × A is a binary attack relation, and
r is the root of the tree, the depth of an argument a ∈ A is n iff
there exists a sequence of arguments (a0, a1, . . . , an) with an = r,
a0 = a, and (ai, ai+1) ∈ C ∪ S for all 0 ≤ i ≤ n− 1. Note that to
ensure a high quality dataset for the training of our language model
(Dl,p,s), we only extracted the pair of arguments closer to the root
as they were more explored by the Kialo community and thus more
refined. Namely, we only extracted the triples (x, y, z) such that the
depth of x is less or equal to 7.

4.2 Fine-tuning Mistral

For the fine-tuning, we used a Linux virtual machine with a 12-
core Intel Xeon Processor (Skylake, IBRS), 125 Gb of RAM, and
a NVIDIA A40 with 46Gb of VRAM. Our main goal was to restrict
ourselves to large language models that can be run on consumer hard-
ware. We selected Mistral-7B [18] as our LLM as it was best per-
forming LLM that could be run and fine-tuned on our setting.

Since a full fine-tuning of the model was not possible, we used a
Parameter-Efficient Fine-Tuning technique (PEFT) called Low Rank
Adaptation (LoRA) [16] which reduces the VRAM consumption dur-
ing the fine-tuning process. Namely, additional parameters are added
to the model, and only those are trained while the initial parameters
of the large language model are frozen. We also used QLoRA [11] to
further reduced the VRAM consumption, i.e., the LLM parameters
are quantised to 8 bits (instead of 16 bits) before the fine-tuning.

Mistral 7B was fine-tuned on DTrain
l,p,s , the training dataset of Dl,p,s.

Each triple (x, y, z) ∈ DTrain
l,p,s was transformed into a prompt using

x and y (see the prompt in Figure 1). With this prompt as input, the
LLM must predict a token ẑ ∈ {attack, support} which must cor-
respond to z. The training parameters are r = 8, lora_alpha = 16,
lora_dropout = 0.1, per_device_train_batch_size = 16,
learning_rate = 1e − 4, and bias = None. We used an early
stopping approach with a monitor on the loss. The final fine-tuned
model was trained for 280 training steps (see Figure 2).

The fine-tuned model is available at: https://huggingface.co/
4mbroise/ADBL2-Mistral-7B.

4.3 Evaluation

We evaluated the performance and generalisation capabilities of our
new quantised fine-tuned Mistral 7B model (as described in Section
4.2). As a baseline, we use Mistral 7B-16bit7 with a few-shot priming
composed of the same four fixed pair of argument examples, simi-
lar to [14]. To constrain the output generated by the two LLMs to
{attack, support}, we used LMQL as described in Section 3.

In Table 1, we reported the attack (resp. support) F1-score of the
two LLMs as well as the macro F1-score. We can see that our new

7 https://huggingface.co/mistralai/Mistral-7B-v0.1

E. Faugier et al. / Assisted Debate Builder with Large Language Models4448



Figure 1. Representation of the architecture of the ADBL2 tool.

Test data D Mistral 7B-16bits + 4-Shots Fine-tuned Mistral 7B

Attack Support Attack F1-score Support F1-score Macro F1-score Attack F1-score Support F1-score Macro F1-score

Art 94 129 73.1 83.9 78.5 89.5 92.1 90.8
Climate Change 419 508 66.6 82.1 74.3 93.3 94.5 93.9

Economics 298 298 72.0 79.8 75.9 90.0 90.1 90.3
Entertainment 490 612 64.3 81.9 73.1 92.0 93.5 92.7

Health 355 473 64.5 81.7 73.1 90.8 93.3 92.2
Lgbtq 277 338 67.4 80.9 74.2 90.9 92.4 91.6
Life 353 352 81.5 84.2 82.9 90.8 90.5 90.6

Privacy 164 167 71.5 79.9 75.7 89.7 89.8 89.7
Law, Politics, Sports 891 867 69.2 78.8 74.0 91.9 91.8 91.8

Technology 537 554 67.2 79.2 73.2 92.0 92.6 92.3

Table 1. Evaluation of Mistral 7B-16bits with few-shot priming and our fine-tuned Mistral 7B models on our test dataset.

fine-tuned model outperforms the Mistral 7B-16bit model equipped
with the few-shot priming on all domains. Moreover, we can see that
while we only fine-tuned our LLM on the law, politics, and sports do-
mains, the model performance on all domains increased significantly,
achieving an average macro F1-score of 90.59% across all domains.

5 Discussion and Future Work

In this paper, we introduced ADBL2, an assisted debate builder tool.
It is based on the capability of large language models to generalise
and perform relation-based argument mining in a wide-variety of do-
mains. It is the first open-source tool that leverages relation-based
mining for (1) the verification of existing relations in a debate and
(2) the assisted creation of new arguments by means of large lan-
guage models. ADBL2 is highly modular and can work with any
open-source large language models that are used as plugins. As a
by-product, we also provide the first fine-tuned Mistral-7B large lan-
guage model for relation-based argument mining, usable by ADBL2,
which outperforms existing approaches for this task with an overall
F1-score of 90.59% across all domains.

While this work shows promising results for RBAM, we still need
to assess the generalisation capabilities of our fine-tuned Mistral 7B
model on other argumentative datasets (e.g, Essays, Nixon-Kennedy,
etc.). Moreover, we would also need to extend the model to perform

ternary RBAM to identify arguments that are not related. We also
plan to explore other types of LLMs such as heavily quantised mod-
els, pruned LLMs [23], more recent LLMs (e.g., Llama 38, Gemma
[13]), or LLMs fine-tuned with other PEFT techniques [32, 22, 21].

Figure 2. Plot of the loss (y-axis) on the training (orange) and test (blue)
datasets during the fine-tuning per training iteration (x-axis).

Ethics statement While there are risks to LLMs such as bias and
misinformation, there are no risks of generating biased or false infor-
mation as we only generate a single token, which is support/attack.

8 https://llama.meta.com/llama3/
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