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Abstract. Diverse opinion summarization aims to generate a sum-
mary that captures multiple opinions in texts. Although large lan-
guage models (LLMs) have become the main choice for this task,
the performance is highly depend on prompts. In this paper, we pro-
pose a self-evaluation based prompt calibration framework to stim-
ulate LLM for generating high quality summary. It adopts the rein-
forcement learning mechanism to calibrate prompts for maximizing
the reward of summary. The framework contains three parts. In the
prompt construction part, we design the prompt that contains topic,
task instruction and key opinion reference. The topic indicates the
main focus of documents, the instruction describes the task with nat-
ural language and the key opinion reference is the explicit constraint
on the expected opinions. In the reward part, for each summary, its
coverage score and diversity score are used to represent the semantic
coverage to the source documents and the inter opinion differences,
respectively. The prompt calibration part selects the sentences in gen-
erated summaries to calibrate the prompts for the next iteration. With
this framework, we use a LLM with 7B parameters to generate sum-
maries, which outperforms large GPT-4 and multiple strong base-
lines. The ablation studies indicate the effectiveness of the iterative
calibration process. We analyze the opinion difference in terms of
the tendencies of sentences in summaries and use the Natural Lan-
guage Inference (NLI)-based method to evaluate the faithfulness of
summaries. Experiment results show that our method generates sum-
maries with high opinion difference and faithfulness.

1 Introduction

The diverse opinion summarization task aims to generate summaries
that contain diverse opinions for the given documents. These di-
verse opinions contain the opposing opinions or different aspects
of the same opinion. Due to the subjectivity, judgment, and open-
to-debate nature of opinions, it is challenging and time-consuming
to construct large-scale annotated data. Since large language mod-
els (LLMs) show good performance in multiple zero-shot tasks, they
have become the main choice for the task. The most common way
of using LLM is to construct prompts as shown in Fig 1. However,
we can see that the quality of summaries is sensitive to different
prompts. Compared to prompt1, the generated summary by prompt2
contains more opinions and is more similar to the reference sum-
mary, since prompt2 contains some fine-grained guidance informa-
tion. These findings inspire us to find and add some guidance infor-
mation into prompts so as to optimize the generated results of LLM.
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Summary1: There is concern about the potential

spread of the virus in close proximity with children.

However, Some argue that children are not practicing

social distancing outside of school and that the risk is

higher among staff members. There are also concerns

about the safety measures that will be put in place, such

as bus transportation and lunch periods.

Summary2: Parents and educators express concern

about sending children back to school without social

distancing measures, with some calling for smaller class

sizes and other safety measures. Social distancing

measures in schools are controversial, with some

expressing concern about safety without distancing and

others arguing that distancing goes against proper

hygiene.

Reference summary generated by human: Parents are worried about the health implications for their children and how 

difficult it will be for them to socially distance at school. There will be little social distancing anywhere by September and so 

it won't really matter.

Task instructions: Summarize the following 

documents to generate a 40-word summary that 

contains  different opinions.

LLM

Documents: (Multiple documents that discuss the schools returning in September during the outbreak of 
CoVID-19.)

Prompt 2

Prompt 1

Task instructions and reference information: 
With regard to the topic ‘school returning’, 
summarize the following documents to generate a 

40-word summary that contains different opinions.

During the summarization process, refer to the 
semantic of sentence [concern about the 
potential spread of the virus in school.]

Figure 1. Different prompts lead to different results. We add the opinion
reference in prompt 2. Texts marked with the same color have similar

semantics to the reference summary.

Recently, multiple methods have adopted different prompts for the
summarization task. For example, the Topic-Chunking-Generation
(TCG) method refines the summarization task into the topic extrac-
tion, clustering and summary generation tasks, then designs prompts
for each sub-task [4]. The Web-enhanced General Language Model
(WebGLM) adopts context-learning by searching some similar in-
stances on the web [18]. The Chain-of-Thought (COT) method ex-
tracts valuable elements such as events and times from documents
to construct a prompt in the form of chain of thought [26]. These
methods are difficult to form the opinion diversity focused prompts.

In order to construct good prompts without supervision, we pro-
vide a self-evaluation based prompt calibration framework that iter-
atively calibrates prompts to maximize the reward of summary. The
framework includes the prompt construction part, the reward calcula-
tion part and the prompt calibration part. In the first part, we construct
prompts containing the topic, task instruction and key opinion refer-
ence. The topic is the main focus discussed in multiple documents,
which is obtained by counting the frequencies of noun phrases and
verb phrases in documents. The task instruction is the natural lan-
guage description of the diverse opinion summarization task. The
key opinion reference is the diverse semantic constraints of opin-
ions, which can be calibrated by the third part. Then summaries are
generated based on the constructed prompts. In the second part, we
use LLM to check whether each document supports the sentences in
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summary. Based on the check results, we construct the support doc-
ument set for sentences in summary and compute the coverage score
and diversity score for the summary. The coverage score is computed
by the proportion of support document set relative to the source doc-
uments, and the diversity score is computed by the distance between
the support document set of sentences. In the prompt calibration part,
we iteratively select some sentences from the generated summaries
to update the key opinion reference in prompt, enabling LLM to gen-
erate summary with multiple opinions and is faithful to the source
documents.

2 Related Works

2.1 LLM for opinion summarization

Large models such as Vicuna [8], GPT-3 [7], and GPT-4 have demon-
strated good capabilities for the zero-shot and few-shot summariza-
tion task. Based on LLMs, users construct different guidance infor-
mation for generating summaries. For example, the Topic-Chunking-
Generation (TCG) method divides the summarization task into three
stages that include topic classification, chunk summarization, and
summary generation. Each stage is completed with a specific prompt
[4]. The Chain-of-Thought (CoT) method extracts important ele-
ments such as the time and event from the original documents and
constructs a chain of thought prompt to guide LLMs for the summa-
rization task [26]. The above methods construct prompts based on
human experience or the source documents, they lack the diversity-
focused guidance to constrain the summarization process. The Chain
of Density (COD) method adopts an iterative generation strategy for
summarization. It first generates a summary through an initial prompt
and finds some entities that appear in the original documents but
not in the generated summary [1]. These entities are then added to
prompt for generating a more informative summary at the next gen-
eration process. However, the entities cannot reflect the semantic dif-
ferences of opinions.

2.2 Constructing pseudo-summaries for opinion
summarization

Another category of methods constructs pseudo samples by select-
ing a document from a document set as a pseudo-summary, and
selecting documents that are semantically related to the pseudo-
summary as the source documents[13, 21, 20]. Then they train the
summarization models through supervised learning. The key differ-
ence among these methods lies in the way of constructing pseudo-
summaries. For example, the Consistency-based Opinion Summa-
rization method (ConsistSum) uses the distance between the seman-
tic, sentiment, and aspect distributions to select the center document
as a pseudo-summary [13]. DenoiseSum randomly selects a docu-
ment from the document set as a pseudo-summary and adds some
noise to the pseudo-summary to form the source documents[2]. Re-
cently, a strong method OPINESUM obtains propositions by slicing
the documents at conjunctions, periods and commas. The pseudo-
summary is then constructed by concatenating the propositions that
are entailed by a large number of documents [20]. The above meth-
ods show good performance in the unsupervised scenarios. However,
a pseudo-summary typically contains only consensus and does not
reflect the differences in opinions, making it difficult for the model
to learn the diverse opinions.

3 Our Method

3.1 Problem and framework

Given a document set D = {d1, d2, · · · , d|D|}, the diverse opinion
summarization task aims to generate a summary s that contains mul-
tiple opinions in D. The key point of this task is to evaluate whether
the sentences in s have cover the main opinions in D and the con-
tained opinions are diverse. Since the efficient way to control LLM
is the prompts, we design the iterative prompt calibration frame-
work for evaluating the generated summary and adjusting the prompt
(CPSum for short). The details of this framework are given below,
also shown in Fig.2.

In this framework, the opinion summarization is formalized as the
Contextual Markov Decision Process (CMDP) with the observable
context, denoted as (S,A, C,R, π) [12], where the state space S is
defined over the entire summary space, the action space A is defined
over the prompt space, the context C refers to the document set D,
R is the reward function and π is the policy. To describe clearly, we
use the subscript t to represent the variable at the t-th iteration, such
as at and st denote the prompt and the generated summary at the
t-th iteration, respectively. Then the summarization process can be
formalized as:

• action. An action is to construct a prompt a ∈ A containing three
parts: the topic F of the source documents, the key opinion refer-
ence k and the natural language instruction of the summarization
task I , formally a = [F ,k, I].

• reward. The reward of a state s, i.e, the generated summary, is
computed against the current prompt a and the context C, formally
R(s|a, C).

• policy. A policy π is a function for choosing a new action at+1

given the current state st, current action at, and the context C,
formally π(at+1|st,at, C).

3.2 Prompt construction

To help LLM focus on a specific topic for summarization, we extract
the topic discussed in the source documents D. According to linguis-
tics [9, 17], noun phrases(NP) and verb phrases (VP) play crucial
roles in the expression of opinions. We extract these phrases from
the document set and select the phrase with the highest frequency as
topic F .

We also introduce constraints on the expected opinions, which are
empty at the first iteration and are updated during the iteration pro-
cess. These constraints are called the key opinion reference, denoted
by k. In addition to the topic F and the key opinion reference k, the
natural language instruction I is responsible for organizing the task,
namely, combining all the elements of prompt. We use different in-
structions for different iterations, as shown in Table 1. Then we adopt
LLM with the prompt to generate the summary s, formally:

s = LLM(a,D) (1)

3.3 Reward calculation

To calculate the reward of the current state, namely the generated
summary s, we introduce the notions of coverage score and diversity
score.

The coverage score quantifies how much the summary s covers
the opinions in source documents D, denoted by Cov(s,D). For
each sentence s ∈ s in the generated summary, we compute its
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Figure 2. Self-evaluation based prompt calibration framework.

Table 1. Instructions for different iterations.

Iteration stage The content of instructions.
The first iteration With regard to the topic F , summarize the following documents to generate a 30-words summary that contains different

opinions.
Other iterations With regard to the topic F , summarize the following documents to generate a 30-words summary that contains different

opinions. During the summarization process, refer to the sentences in k and explore new opinions.

support document set. That is to say, we check how much docu-
ments in D support the sentence s. Since LLMs store a vast amount
of knowledge, they have high abilities on reasoning and are now
used as evaluation tools for multiple tasks [19], we verify the sup-
port relation between document d ∈ D and sentence s by LLM
with the prompt ρ= "Determine whether ’{d}’ supports ’{s}’, us-
ing the word below: ’support’, ’against’ or ’not clearly’ to answer.".
Let I(d, s) = 1 denote LLM returning a positive answer, namely
LLM(ρ, d, s) =′ support′. Otherwise, I(d, s) = 0. Then the cov-
erage score Cov(s,D) is the percentage of the support document set
with respect to the document set D:

Cov(s,D) =
| ∪s∈s {d ∈ D|I(d, s) = 1}|

|D| (2)

The diversity score quantifies the differences between the opinions
contained in a generated summary s. To compute the differences be-
tween two sentences si, sj ∈ s, we adopt the Jaccard distance on
their support document sets so as to reflect the difference against D.
Formally,

δ(si, sj |D) = 1− |{d ∈ D|I(d, si) = 1 ∧ I(d, sj) = 1}|
|{d ∈ D|I(d, si) = 1 ∨ I(d, sj) = 1}| (3)

The diversity score of the generated summary s is computed as the
expectation, i.e., the mean, of the distance between all the sentence
in s:

Div(s,D) = Esi,sj∈s(δ(si, sj |D)) (4)

Then the reward of the summary is computed by the following
Equation 5, where function f() is used to combine the coverage score

and diversity score, here we choose the sum operation. Based on the
reward, we can make a decision to either calibrate the prompt or to
stop for accepting the current summary.

R(s|a,D) = f(Cov(s,D), Div(s,D)) (5)

3.4 Prompt calibration

Due to the blackbox of the LLM generation process, the semantics of
generated summaries may drift away from the documents D. To ad-
dress this issue, we use an iterative strategy to calibrate the prompts
for achieving the strong constraints. In particular, according to our
empirical studies, we found that some opinions in the generated sum-
mary is the very important information source to guide LLM. So we
construct a new prompt at+1 = [F ,kt+1, I] by choosing the key
opinion sentences from the generated summary st and the key opin-
ion reference kt in prompt at. Namely, we construct new kt+1 by
selecting a subset of Zt = kt∪st. We design the following selection
strategy in terms of the content coverage and sentence diversity:

1. For the candidate sentence set Zt, initialize an empty set kt+1.
2. Select a sentence z in Zt with the largest support document set,

i.e., the set {d ∈ D|I(d, z) = 1}. Then move the sentence from
Zt to kt+1.

3. Select a sentence z in Zt that has the highest diversity score
Eh∈kt+1(δ(z, h|D)) with the sentences in kt+1. Then move the
sentence from Zt to kt+1. Repeat this step until the diversity score
is less than a threshold α.
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Setting the threshold α is important here for controlling LLM.
Namely, when users focus on the highly differentiated opinions
such as the opposing opinions, a large α is set, and a small α is
set when users focus more on the diversity of opinions. The new
prompt will be used for the next iteration. The iteration process stops
when the reward difference between two generated summaries is less
than threshold β or the predefined maximum number of iterations is
reached.

4 Experiments

4.1 Datasets and metrics

We use the benchmark dataset Microblog Opinion Summarization
(MOS) [5] for experiments. The MOS dataset contains tweets cover
two years and has two subsets: UK Election Opinionated Dataset
(EO for short) and COVID-19 Opinionated Dataset (CO for short).
The EO contains 681 samples that have opinions about the topics
on UK Elections. The CO contains 561 samples on the COVID-19
topics. Every sample includes multiple tweets and the corresponding
summary. A summary is produced by experts and contains a majority
opinion and multiple minority opinions. The statistical information
of the two datasets is shown in Table 2. Due to the unsupervised
setting, we only use the testing set.

Table 2. Dataset statistics

EO CO
training testing training testing

Samples 631 50 511 50
Documents/Sample 30 31 32 34

Words/Summary 32 48 31 42

We use the gram-based evaluation metric ROUGE and the se-
mantic metric BLEURT [22] to evaluate the similarity between the
generated summaries and the reference summaries. ROUGE evalu-
ates summaries by comparing their gram co-occurrences to the ref-
erences. We compute the F1 of ROUGE-1, ROUGE-2, ROUGE-L
and ROUGE-SU4 by pyrouge1 with the following setup: ROUGE-
1.5.5.pl-fA-a-c95-m-n2-24-u-p0.5. BLEURT adopts neural network
to learn the semantic differences and is robust to different linguistic
expressions. We also introduce a new metric that measures the opin-
ion difference of summary in terms of the tendencies of sentences.
Besides, we use SummaCzs [15] to evaluate the semantic consistency
between the source documents and the summaries.

4.2 Implementation details and comparison methods

4.2.1 Implementation details

In the prompt construction process, we use NLTK2 to extract noun
phrases and verb phrases. We choose Vicuna-7B [8] as the base sum-
marization and evaluation model. A generated summary may con-
tains multiple different or even opposing opinions in a sentence, such
as the summary ’Some argue that masks are not effective in prevent-
ing the spread of COVID-19, while others believe that they can help
curb the spread’. This makes it challenging to analyze and evaluate
the opinions. To address this issue, we split the summary into mul-
tiple small sentences according to the conjunctions, transitions, and

1 https://github.com/bheinzerling/pyrouge
2 https://github.com/nltk/nltk

periods. We set the maximum number of iterations to 4, the diver-
sity score threshold α to 0.6 and the reward coverage threshold β to
0.02. In order to reduce the computational overhead, for the candi-
date sentences in Zt, we first filter out the sentences with coverage
score below 0.3 before selecting the key opinion reference. To avoid
experimental bias, we repeat the experiment 3 times for each setting
and use the mean as the final results. 3

4.2.2 Comparison methods

We compare our method with some representative methods:
LexRank [10] constructs a weighed connectivity graph, where the
sentences are represented as nodes, and the similarity between sen-
tences serves as the edge weights. Then the PageRank algorithm
is used to identify important sentences. QT [3] adopts Vector-
Quantized Variational Autoencoders [23] to obtain the quantized sen-
tence vectors, clusters similar sentences together, quantifies the pop-
ularity of the clustering results, and then extracts representative sen-
tences from the most popular ones. SummPip [27] constructs a sen-
tence graph based on both the lexical and the semantic relations be-
tween sentences, and uses graph clustering to get some sub-graphs.
Then the summary is obtained by compressing the sub-graphs into
multi-sentences. Copycat [6] uses Variational Autoencoder [14] to
model the process of generating new opinions from multiple related
opinions. OPINESUM [20] constructs pseudo-summaries by the ap-
plication of textual entailment. We use LongT5 [11] as the base
model of OPINESUM. Vicuna-7B [8] is a moderate language model
trained by fine-tuning LLaMA on the user-shared conversations col-
lected from ShareGPT [25]. GPT-3.5 [7] and GPT-4 4 are the large
language models, capable of understanding and generating human-
like text across a wide range of tasks. BART [16] is the widely rec-
ognized pre-trained model that has been proven to perform well on
multiple summarization tasks. We fine tune BART separately on the
50% and 100% training data in MOS.

4.3 Main results

The comparison results are shown in Table 3. The R-1, R-2, R-L and
R-SU4 stand for the F1 of ROUGE-1, ROUGE-2, ROUGE-L and
ROUGE-SU4, respectively. Compared with the unsupervised meth-
ods, including large-scale language models like GPT-4 and GPT-3.5,
our method achieves the best results across all metrics, especially
on the EO dataset. Compared to Vicuna, which is the base model
of our method, we achieve almost 10% improvement on the model
performance solely relying on the prompt calibration, which shows
the strong effectiveness of the framework. We also see that all meth-
ods get weaker results on the CO dataset than on the EO dataset.
This is because the opinions in the CO dataset tend to employ hu-
mor or irony, such as the opinion ’coronovirus: "hold my beer!"’,
which makes it difficult for the model to understand these opinions.
Unsurprisingly, the supervised methods outperform the unsupervised
methods, indicating the importance of the supervised data. However,
the model performance does not continue to improve as the amount
of training data increases. Compared to the BART trained on 50% of
the training data, BART trained on the entire training dataset achieves
a slight advantage on the EO dataset, but performs weaker on the CO
dataset. These results are consistent with the findings in paper [5].
We think this is due to the inconsistency between the distribution of
the additional added training data and the testing data.

3 Code is available at https://github.com/wangjian026/CPSum
4 https://openai.com/gpt-4
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Table 3. Model comparison results. BART(50%) and BART(100%) denote the size of the training set used to train BART, respectively.

Model type Method Election Opinionated Data(EO) CoVID-19 Opinionated Data(CO)
R-1 R-2 R-L R-SU4 BLEURT R-1 R-2 R-L R-SU4 BLEURT

Unsupervised
Extractive

LexRank* 14.27 1.15 9.62 – -.418 16.41 1.48 10.89 – -.560
QT* 14.78 1.08 9.45 – -.468 14.23 1.03 9.55 – -.621

Unsupervised
Abstractive

SummPip* 13.05 1.15 8.90 – -.409 12.96 1.37 9.32 – -.488
Copycat* 14.05 1.56 10.25 – -0.503 12.47 1.31 9.41 – -.552

OPINESUM 31.58 4.58 23.79 9.03 0.338 27.88 4.42 21.45 7.81 0.306
Vicuna 32.05 9.54 23.51 12 0.448 27.74 7.56 21.01 10.03 0.432

GPT-3.5-turbo 31.82 8.59 25.56 10.78 0.262 29.17 7.80 23.64 10.15 0.297
GPT-4 32.28 9.16 25.17 11.49 0.465 28.39 7.94 22.92 9.93 0.427

CPSum 33.56 10.82 27.78 13.00 0.467 29.81 9.67 24.57 11.47 0.441

Supervised
Abstractive

BART(50%) 38.14 12.54 29.37 15.19 0.487 34.68 12.29 28.42 13.98 0.439
BART(100%) 38.33 12.48 29.49 15.18 0.477 33.88 10.73 27.22 13.06 0.434

The results marked with ’*’ are taken from the paper [5].

4.4 Opinion difference evaluation

A good summary should contains multiple opinions that reflect the
concerns of different groups, such as the summary ’The coronavirus
is real and can be deadly. Some people believe it is controlled or a
hoax.’, where the first sentence tends to express the majority opinion,
while the second tends to a minority opinion. This provides us with
an alternative perspective for measuring the opinion difference.

According to the annotation in MOS dataset, we divide the sen-
tences in a reference summary into two sentence sets Omaj and
Omin, where Omaj contains the sentences that express the majority
opinions and Omin contains the sentences that express the minority
opinions. For each sentence s in the generated summary s, we choose
a sentence r in the reference summary that is semantically closest to
s, denoted as r = argmaxr∈Omaj∪OminSim(s, r), where Sim()
is the cosine similarity between the embedding vectors of two sen-
tences. We use the pretrained all-MiniLM-L6-v2 model5 to obtain the
sentence embeddings. Let I

′
(r) denote a function to check whether

r is in Omaj or Omin, if r ∈ Omaj , then I
′
(r) = 1, otherwise

I
′
(r) = −1. Then we define the tendency w(s) of a sentence s as

follows:

w(s) = I
′
(r) ∗ Sim(s, r) (6)

A positive w(s) indicates that the sentence tends toward the major-
ity opinions, while a negative one means the sentence tends toward
the minority opinions. It should be noted that a sentence in a sum-
mary often contains multiple opposing opinions or different aspects,
which affects the similarity calculation. Therefore, we split the sum-
mary into multiple shorter sentences according to the conjunctions,
transitions, and periods. In a summary s, the greater the difference
of tendencies between these sentences, the greater the difference in
opinions. We calculate the significance difference Difsig(s) and the
group difference Difgro(s) to demonstrate the differences between
opinions within a summary:

Difsig(s) = Maxs∈s{w(s)} −Mins∈s{w(s)} (7)

Difgro(s) = Means∈s,w(s)>0{w(s)}−Means∈s,w(s)<0{w(s)}
(8)

where, Max, Min and Mean represent the maximum, minimum,
and mean values, respectively.

We select all samples in MOS that contain both the majority and
minority opinions for testing. The results in Table 4 show that the
summaries generated by CPSum have higher opinion difference than
those generated by other methods.

5 https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2

Table 4. Evaluation results on opinion difference and faithfulness

Method Opinion Difference[0,2] Faithfulness
[0,1]Significance difference Group difference

OPINESUM 0.84 0.66 0.30
Vicuna 0.92 0.74 0.38
GPT-4 0.90 0.76 0.39
CPSum 0.96 0.78 0.42

To explore the details of the sentence differences, we show the ten-
dency of each sentence in summaries through the scatters in Fig 3,
where the x-axis denotes the summary ID, and the y-axis denotes the
value of tendency. Each point in the scatter represents a sentence in
summaries. The Golden method refers to the reference summaries,
which serves as the golden performance of the generated results. By
comparing the tendency differences of sentences in the same sum-
mary, we find that compared to GPT-4, Vicuna, and OPINESUM,
the sentences generated by CPSum are scattered across the upper
and lower positions of the scatter plot, indicating that they are more
distinctiveness and closer to the reference summaries.

4.5 Faithfulness evaluation based on NLI model.

In our summarization framework, we use LLM to verify whether a
document supports a sentence in summary. This can reflect the faith-
fulness of the generated summaries. In addition to using LLM, we
also introduce a supervised model SummaCzs [15] to verify the faith-
fulness of the generated summaries to the source documents. Sum-
maCzs evaluates faithfulness by computing the entailment scores be-
tween the documents and each sentence in the summary. The higher
the score, the greater the consistency between the generated summary
and the source documents. We perform experiments on the testing
data in MOS. Results in Table 4 show that our method achieves the
highest faithfulness.

4.6 Human evaluation

There are 100 testing samples in the MOS dataset, we randomly se-
lect 30 for human evaluation. We provide the source documents, the
reference summaries, and the generated summaries to 5 annotators
who are highly educated. Annotators are asked to rank each sum-
mary from the highest to the lowest in the following dimensions:

• Sentential Coherence(SC) -Sentences in summary should be se-
mantically related to each other and not contain grammatical er-
rors.

• Non-redundancy(NR) -The summaries should not contain dupli-
cate contents.
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Figure 3. Method comparison on the sentence tendencies in summaries.

Table 5. Human evaluation results

Method Model Size SC NR OS DO
OPINESUM 770M 0.03 0.03 0.04 0.05

Vicuna 7B 0.27 0.19 0.27 0.30
GPT-4 >175B 0.32 0.45 0.35 0.32

CPSum 7B 0.38 0.33 0.34 0.33

• Opinion similarity(OS) -The summaries should be similar to the
reference summaries in opinions.

• Diverse opinion(DO) -The summaries should contain diverse
opinions.

We use Krippendorff’s alpha coefficient to measure the inter-
annotator agreements. The coefficient values are 0.116 for sentential
coherence, 0.559 for non-redundancy, 0.294 for opinion similarity,
0.151 for diverse opinion, which correspond to the ’slight’, ’moder-
ate’,’fair’,’slight’ agreement, respectively[24]. The slight agreement
on the DO dimension reflects the inherent subjectivity of judgments
about diverse opinions. We analyze the generated summaries, and
find that: a) Summaries with opposing opinions lead to high con-
sistency between annotators, while summaries that contain different
aspects of the same opinion result in low consistency. b) Summaries
that include inflections such as "some people ...... and others...... "
are considered to have high diversity, whereas other statements con-
veying the same meaning reduce the annotators’ confidence.

For each method, we calculate the percentage of the summaries
ranked at the top. The results in Table 5 show that our method ex-
hibits the best results in terms of the sentential coherence and opinion
diversity. For the opinion similarity, our method with small parame-
ters (7B) is slightly lower than GPT-4 (higher than 175B). Addition-
ally, by analyzing the generated summaries by OPINESUM, we find
some semantically incoherent sentences. These sentences affect the
human evaluation results across multiple dimensions.

5 Model analysis

5.1 The ablation studies

We evaluate the effects of the topic selection and the iterative prompt
calibration on the model performance. The results in Table 6 indicate
that all components play important roles. The calibration component,
in particular, has the strongest impact, especially on the ROUGE-L.
Besides, we find that the combination of topic and prompt calibration
benefits model performance on most metrics, although this combina-
tion slightly affects the model’s performance on some specific met-
rics, such as the ROUGE-L on the CO dataset.
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28
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Figure 4. The model performance of each iteration.

5.2 Analysis of the prompt calibration

To understand the importance of the prompt calibration process at
each iteration in detail, we analyze the generated summaries at each
iteration from both the statistical and instance perspectives. Fig 4
shows the ROUGE scores corresponding to different numbers of it-
erations, while the pie chart is the proportion of samples that reach
the stop iteration condition at each iteration. We find that the qual-
ity of the generated summaries gradually improves as the iteration
increases, indicating the effectiveness of the iteration process. We
also provide an instance to visualize the effects of the prompt cali-
bration. We show the key opinion references and the generated sum-
maries in Table 7. We find that LLM maintains its own main contents
while taking useful information from the key opinion reference. For
example, the sentence ’This contradicts claims that mask-wearing
increases the risk of contracting COVID-19’ in the key opinion ref-
erence inspires LLM to focus on the ’contradicts’ and to generate
opposing opinions ’study does not conclude that all masks are in-
effective’. Besides, compared to the first iteration, the final summary
contains more diverse opinions such as the opinion ’wearing surgical
and cloth masks can increase the risk of getting sick’.

5.3 Hyper-parameter analysis

We check the hyper-parameter settings. α is used to balance the con-
sensus and diversity of opinions in the generated summary. Large α
indicates that we are focus on a small number of opinions with high
differences. As shown in Fig 5, the model performance increases
gradually with α and then shows a decrease. Additionally, we find
that the performance of our model with different values of α consis-
tently outperforms the comparison methods across all metrics.

5.4 The correlation between the key opinion reference
and the generated summary

Since the key opinion reference serves as the primary information for
guiding LLM, to validate the correlation between the key opinion ref-
erences and the generated summaries, we measure their quality using
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Table 6. Ablation experiment results

Method Election Opinionated Data(EO) CoVID-19 Opinionated Data(CO)
R-1 R-2 R-L R-SU4 BLEURT R-1 R-2 R-L R-SU4 BLEURT

CPSum 33.56 10.82 27.78 13.00 0.456 29.81 9.67 24.57 11.47 0.439
W/O calibration -1.25 -1.32 -3.04 -1.15 -0.011 -1.72 -1.75 -2.61 -1.28 -0.009

W/O topic -0.57 -0.49 -1.18 -0.87 -0.01 -0.08 -0.35 -0.045 -0.09 -0.005
W/O topic and calibration -1.51 -1.27 -4.25 -1.08 -0.016 -2.0 -2.07 -2.10 -3.56 -0.007

Table 7. Case study. Text marked with the same color indicates similar semantics.

Reference summary
CDC study finds that the overwhelming majority of people contracting Covid-19 wore masks.

The majority believe the study vindicates their argument that people shouldn’t be made to wear masks.
A minority believe the CDC’s statements are being misinterpreted by anti-maskers.

Round kt Generated summary based on kt Stop

1 ∅

The CDC conducted a study on people who tested positive for COVID-19 in July, finding
that 70% reported always wearing a mask for the preceding 14 days. However, this study
has been widely interpreted differently, with some suggesting that masks are ineffective
and others arguing that they are essential in preventing the spread of the virus. The CDC
itself has recommended wearing masks to prevent the spread of the virus.

N

2
[’The CDC itself has recommended
wearing masks to prevent the
spread of the virus.’]

’New study by 11 medical institutions analyzed people who tested positive for COVID-
19 in July and found that 70% of them "always" wore a mask for the preceding 14 days,
contradicting earlier claims that masks are ineffective in preventing the spread of the virus.
The CDC has recommended wearing masks to prevent the spread of the virus.

N

3
[’The CDC has recommended
wearing masks to prevent the
spread of the virus.’]

’A new study by eleven medical institutions found that 70% of people who tested positive
for COVID-19 in July reported always wearing a mask for the preceding 14 days. This
contradicts claims that mask-wearing increases the risk of contracting COVID-19. The
CDC originally recommended against wearing masks, but later reversed its stance and
now recommends masks to prevent the spread of the virus.’

N

4

[’The CDC has recommended
wearing masks to prevent the
spread of the virus.’, ’This con-
tradicts claims that mask-wearing
increases the risk of contracting
COVID-19’ ]

’A new study conducted by 11 medical institutions analyzed a group of people who tested
positive for COVID-19 in July. 70% of them reported that they had "always" worn a mask
for the preceding 14 days. However, some sources claim that the CDC study shows that
mask wearers are more likely to catch COVID-19. Others point out that the study does
not conclude that all masks are ineffective. China Joe has a higher chance of catching the
virus wearing a mask than not wearing one. Some sources suggest that wearing surgical
and cloth masks can increase the risk of getting sick. The CDC has recommended wearing
masks to prevent the spread of the virus.’

Y
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Figure 5. Effects of α on the model performance

equation 5, and analyze their correlation using Spearman coefficient
and Kendall’s tau rank correlation coefficients.

We select all key opinion reference and their corresponding
summaries throughout the entire iterative process for experimenta-
tion. The results show that the values of Spearman coefficient and
Kendall’s tau rank correlation are 0.363 and 0.258 with p-value <
0.005. This indicates a positive correlation between them, which fur-
ther demonstrates the usefulness of prompt calibration for the gener-
ating results.

6 Conclusions

In order to guide LLM for generating summaries with diverse opin-
ions while constraining the semantic drift of summaries, we propose
the iterative prompt calibration framework. We use LLM to gener-
ate summary and evaluate whether the source documents support the
sentences in summary, then we select sentences by considering their
opinion coverage and opinion difference to calibrate the prompts. To
validate the effects of our framework, we measure the opinion dif-
ference in generated summary based on the tendencies of sentences,
we also use multiple metrics to evaluate the semantic similarity be-
tween the generated summary and reference summary. Experimental
results show that our method achieves state-of-the-art results. For the
future work, a lightweight textual entailment model can be incorpo-
rated to assist in determining the support relationship between docu-
ments and sentences, so as to reduce the computational overhead.
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