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Abstract. Although large language models(LLMs) show amaz-
ing capabilities, among various exciting applications discovered for
LLMs fall short in other low-resource languages. Besides, most exist-
ing methods depend on large-scale dialogue corpora and thus build-
ing systems for dialogue generation in a zero-shot scenario remains
a considerable challenge. To address this challenge, we propose
a novel end-to-end zero-shot dialogue generation model ChatZero
based on cross-lingual code-switching method. First, we construct
code-switching language and pseudo-target language with place-
holders. Then for cross-lingual semantic transfer, we employ unsu-
pervised contrastive learning to minimize the semantics gap of the
source language, code-switching language, and pseudo-target lan-
guage that are mutually positive examples in the high dimensional
semantic space. Experiments on the multilingual DailyDialog and
DSTC7-AVSD datasets demonstrate that ChatZero can achieve more
than 90% of the original performance under the zero-shot case com-
pared to supervised learning, and achieve state-of-the-art perfor-
mance compared with other baselines.

1 Introduction

Open domain dialogue generation techniques have achieved sig-
nificant progress thanks to the availability of large-scale dialogue
datasets. Particularly, the pre-trained large models of dialogue gener-
ation can generate informative and fluent responses [30, 26], which
have huge potential in various applications such as emotional com-
panionship, mental health support, and social chatbots.

The availability of large-scale datasets is a double-edged sword,
which also brings a worrying phenomenon that most existing dia-
logue systems excessively rely on large-scale dialogue corpus [30, 4].
This phenomenon greatly limits the popularity of dialogue systems
due to large-scale corpora unavailable in most cases [10]. For exam-
ple, there are more than 7,000 languages worldwide, but only about
1% have an available corpus [35]. When it comes to dialogue tasks,
there are even fewer languages with an available corpus. Zero-shot
dialogue techniques usually utilize non-target language corpus for
knowledge transfer, which can significantly alleviate the dependence
on the target language corpus [18].

The multilingual code-switching method has been proven to be
effective in low- and zero-shot generation in NMT (Neural Machine
Translation) [3, 13]. Unfortunately, zero-shot generation methods in
NMT are difficult to apply to dialogue tasks. The main reason is that
the source and target languages of NMT have the same semantics,
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Figure 1. Schematic diagram of ChatZero.

while there is no similar semantic phenomenon between dialogue
history and response, as their semantics are different.

The most existing low-resource dialogue studies pay little atten-
tion to the problem of missing corpora. Low-resource knowledge-
grounded dialogue generation methods focus on the problem of
knowledge deficiency with sufficient corpus [14, 38], which fail to
work in zero-shot scenarios. Liu et al. [18] proposes a utterance level
code-switching method for zero-shot dialogue generation, which de-
pends on massive translated target language utterances. Their pro-
posed model exposes a large amount of target language corpus in
exchange for performance improvement, which, strictly speaking,
could not be regarded as a zero-shot generation. Although employ-
ing large-scale pre-trained language models, such as GPT-3 [1] and
BlenderBot [26], can reduce the dependence on target corpus, these
models are usually limited to the language of pre-trained corpus and
fail to work well on other languages.

It is known that different language representations of the same ut-
terance are similar in high-dimensional semantic space [11]. Accord-
ingly, we construct a pseudo-target language corresponding to the
source language by dictionaries. The pseudo-target language refers
to a language that contains target language words and placeholder
[MASK]. For example, "Hier [MASK] ein [MASK]" is pseudo-
German language. The main reason is that [MASK] can be con-
sidered as an unrevealed token with actual semantics in masked
language model, such as mBERT, which is determined by the pre-
training tasks. Besides, we build code-switching languages consist-
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ing of source and target languages, through bilingual dictionaries to
reduce the difficulty of cross-lingual learning. An example of code-
switching between English and German is "Here is ein Beispiel". In
summary, the semantics of the source language, pseudo-target lan-
guage, and code-switching language of the same utterance are similar
in semantic space.

We propose a novel end-to-end zero-shot dialogue generation
model ChatZero based on a pseudo-target language. ChatZero em-
ploys unsupervised contrastive learning to minimize the representa-
tion gap of same utterances in different languages and maximize that
of irrelevant utterances. As shown in Figure 1, we pull the seman-
tic representations of the source language, the code-switching lan-
guage and the pseudo-target language closer for same utterances. At
the same time, we push away the utterances that are irrelevant in the
same batch. Cross-lingual knowledge transfer is realized by semantic
approximation in high-dimensional semantic space, which includes
three aspects: (i) aligning the semantics between source and target
languages (↔ and ↔); (ii) aligning the semantics of the placeholders
with the source language (↔ and ↔); (iii) aligning the semantics of
the placeholders to the target language (↔). The process (iii) depends
on processes (i) and (ii). Because the input in the code-switching
form contains limited vocabulary in the target language, (i) can only
play a limited role in semantic transfer. The implicit semantic align-
ment between source and target languages is achieved through (ii)
and (iii). Models can adapt to the input of the target language and
improve the semantic transfer ability by (ii) and (iii). These three as-
pects promote each other to transfer knowledge from the source to
the target language. ChatZero allows placeholders to be included in
the generated responses. Finally, we employ mBERT [8] to convert
the placeholders into actual words. To summarize, we make the fol-
lowing contributions:

• We propose the idea of constructing a pseudo-target language by
introducing placeholders. As far as we know, we are the first to
study zero-shot dialogue generation task without using massive
target language utterances.

• We propose a novel end-to-end zero-shot dialogue generation
model ChatZero, which achieves cross-lingual knowledge trans-
fer by minimizing representations in different languages through
unsupervised contrastive learning.

• Extensive experiments on two multilingual benchmark datasets
demonstrate that ChatZero can achieve more than 90% of the orig-
inal performance under zero-shot conditions compared to super-
vised learning and achieve state-of-the-art performance compared
with other baselines. Code associated with our work are available
on gitHub repository1.

2 RELATEDWORK

2.1 Dialogue Generation

Dialogue generation systems aim to produce informative and flu-
ent responses and have attracted considerable attention in academia.
Early studies [31, 29] employing seq2seq [32] structure tend to gen-
erate dull and generic responses. Since the emergence of the trans-
former [34], it has gradually become the go-to method. The popu-
larity of Transformers brings a new problem of heavy reliance on
large-scale corpus, such as DialogGPT [37], BlenderBot [26], and
LaMDA [33]. Although they achieve promising performances, de-
pending on large-scale corpora severely limits the usability of dia-
logue systems. Most languages that are recorded have no corpora
1 https://github.com/misonsky/ChatZero

available [10, 7, 35]. This means that these methods fail to work in
these languages. We propose a novel end-to-end zero-shot dialogue
generation model to alleviate this problem.

2.2 zero-shot Learning

Dialogue generation has enjoyed a great boost utilizing neural net-
work models. However, this is not the case for most languages, espe-
cially zero-shot ones with insufficient training corpus [5, 19]. Zero-
shot learning is a method of learning without any target language
training samples. One of the solutions to zero-shot learning is cross-
lingual transfer learning method, which improves the performance in
the zero-shot target language by leveraging data from other (source)
languages, typically with the help of cross-lingual resources. Cross-
lingual transfer methods have been widely adopted in natural lan-
guage processing tasks such as machine translation [9, 6, 16]. In this
paper, we propose a cross-lingual, zero-shot generative model for di-
alogue generation, which does not depend on the target corpus.

3 Problem Statement

3.1 Problem Formalization

Given the source-language dialogue corpus and source-to-other lan-
guage bilingual dictionaries, our goal is to build dialogue generation
systems for other languages. In this paper, English is the source lan-
guage. We concatenate the dialogue history of source language into
a continuous sequence, denoted as H̃ , and the response denoted as
R̃. We employ Dt to denote a bilingual dictionary from English to
target language t.

3.2 Code-switching Languages

Constructing the code-switching language containing source and tar-
get language is a common method for cross-lingual semantic transfer.
During the training process, input is provided in the form of code-
switching, whereas during inference, the input is in the form of the
target language. The gap makes models unable to adapt to zero-shot
scenarios. On the other hand, the target language tokens included
in the training is limited, resulting in poor semantic transfer ability
of models. We propose constructing a pseudo-target code-switching
language to alleviate this limitation.

We employ bilingual dictionaries2 to build code-switching lan-
guages. The dictionary is English-centric, including En-Zh (English-
Chinese), En-De (English-German), En-Ru (English-Russian), En-
Es (English-Spanish), En-Fr (English-French), En-It (English-
Italian). We also collect other bilingual dictionaries and expand the
size of the dictionary to improve its coverage of the corpus. The sta-
tistical information of the dictionaries is shown in Table 1. An En-
glish word may have multiple counterparts in other languages with
the same meaning. At the same time, we count the coverage of dif-
ferent dictionaries in the English corpus. The calculation method is
shown as follows:

f =
Count(Dict ∩ Corpus)

Count(Corpus)
(1)

Count means no repeat count function. We remove stop words and
punctuation. The results are shown in Table 1. It can be seen that
the dictionaries have a high coverage rate for DSTC7-AVSD. The
coverage rate has a direct impact on the performance of ChatZero.

2 https://github.com/facebookresearch/MUSE
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Next, we introduce the process of constructing code-switching lan-
guages. We mainly build two forms of code-switching languages: (i)
code-switching languages consisting of source and target languages;
(ii) fake target languages containing placeholders and target lan-
guages. We employ the "[MASK]" symbol for placeholders. We can
employ mBERT to manifest "[MASK]" a concrete token. We adopt
Algorithm 1 to represent the construction process of code-switching
languages.
Symbolic descriptions: The input of Algorithm 1 is H̃ , R̃, and

D. H̃ , R̃, where H̃ and R̃ are the source language.
We employ H̄ = {h1, h2, · · ·} and R̄ = {r1, r2, · · ·} to de-

note the dialogue histories and responses sets output by Algorithm 1,
where hi = {w1, w2, · · · , ws} and ri = {w1, w2, · · · , wt}, i
represents the i-th example generated, s and t denote the sequence
length of dialogue history and response, respectively. τ represents
a threshold value. The output H̄ and R̄ contain pseudo-target and
code-switching lang. The k represents the number of iterations.

To distinguish different languages, we add an additional language
identification token preceding both dialogue history and response.
Specifically, English, Chinese, German, Spanish, French, Italian, and
Russian are respectively set as: <En>, <Zh>, <De>, <Es>, <Fr>, <It>
and <Ru>. In particular, we employ [Cs] as the language identifi-
cation token for the code-switching language. The dialogue history
and response of an English example can be expressed as hen =
{<En>, w1, w2, · · · , ws} and ren = {<En>, w1, w2, · · · , wt}.
Adding language identification tokens for other languages is similar
to English.

Table 1. Information of Dictionaries. #key represents the number of key
values in the dictionary, #val represents the number of values, #cov-da and
#cov-ds represent the dictionary’s coverage of english training corpus on

data sets DailyDialog and DSTC7-AVSD respectively.

Items De Ru Es Fr It Zh
#key 33,104 42,930 38,902 28,605 34,480 18,183
#val 37,633 45,989 41,334 31,065 35,443 19,452

#cov-da 47.01 42.52 47.29 43.85 44.68 37.68
#cov-ds 73.69 73.52 79.10 70.26 70.01 63.22

4 METHODOLOGY

The overall framework is illustrated in Figure 2. We use contrastive
learning to minimize the semantic gaps between source language
(i.e., English), code-switching language, and pseudo-target language
at the encoding and decoding ends. ChatZero enhances the cross-
lingual semantic transfer ability by direct and implicit semantic
alignment. Besides, it also adapts to different forms of input during
the inference stage.

4.1 Multilingual Transformer

A multilingual dialogue generation model learns a function f to
model the relation between dialogue history and response, which can
be applied to different languages. Unfortunately, there are no pre-
trained models available for multilingual dialogue generation. An al-
ternative is to use the mBERT initialized Transformer as multilingual
dialogue generation [27]. Specifically, the encoder and decoder are
initialized by mBERT checkpoints.

Algorithm 1: Code-Switching Languages.

Input: historyH̃; response R̃; dictionary D; parameter k, τ ;
placeholder symbol S.

Output: code-switching history H̄ and response R̄

Initialize H̄ , R̄ and local variable h as empty set ∅;
while k>0 do

foreach token in H̃ or R̃ do
If token in D do

tokens ← GetDictValues(D, token)
selection ← RandGetTokens(tokens)
AddOperation(h,selection)

else
AddOperation(h,S)

UpdateSetOperation(H̄, R̄,h)
ClearSetOperation(h)
foreach token in H̃ or R̃ do

If token in D do
tokens ← GetDictValues(D, token)
If RandomNumber() > τ do
selection ← RandGetTokens(tokens)
AddOperation(h,selection)
else
AddOperation(h,tokens)

else
AddOperation(h,S)

UpdateSetOperation(H̄, R̄,h)
k = k-1

4.2 Cross-lingual Contrastive Learning

Cross-lingual mechanisms enable the implicit learning of shared rep-
resentations of different languages. ChatZero introduces contrastive
loss to explicitly bring different languages together to map a shared
semantic space. The core idea of contrastive learning is to minimize
the representation gap of similar utterances and maximize that of ir-
relevant utterances. We leverage contrastive learning on the encoder
side and decoder side, respectively.

We assume that the output at the encoder side is denoted as
h̃ = {h̃cls, h̃lan, h̃1, h̃2, · · · , h̃s, h̃sep}, where hlan represents the
representation of language identification token. The mean of all token
representations is considered the representation of dialogue history,
denoted as c, and the calculation method is as follows:

c =
1

s

∑
i

h̃i (2)

According to Algorithm 1, we will get 2×k +1 examples that are
mutually positive instances. For 2×k +1 positive examples, we push
their semantics close by maximizing the cosine similarity between
them, which can be formally described as:

�ep =
1

2k + 1

2k+1∑
i>j

cTi cj
||ci||||cj || (3)

where �ep represents the similarity score of multiple positive exam-
ples. Besides, we maximize the distinction between positive and neg-
ative examples by maximizing the cosine similarity between each
positive and negative pair. Negative examples are other samples from
the same batch. The loss is calculated as follows:

�en =
1

2k + 1

2k+1∑
i

∑
j

cTi Nj

||ci||||Nj || (4)

where Nj represents the j-th negative example in the same batch.
On the decoder side, we assume that the probabilities obtained by

decoding is P ∈ R
t×v , where t is the decoded length and v stands
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Figure 2. Overview of ChatZero. m represents the number of code-switching samples. n represents the number of fake target language samples. p means
placeholder.

for the size of vocabulary V . We employ Gumb-Softmax to sample
the probability P to get the predicted probability distribution. The
process can be formally described as follows:

P̃ = Gumb-Softmax(P ) (5)

where P̃ ∈ R
t×v and

∑
j P̃ij = 1. P̃ not only represents the prob-

ability distribution of each word appearing in the response, but also
can be regarded as the weight corresponding to each word. Therefore,
we can obtain the semantic representation of the predicted response
through the dot product of P̃ and V . The process can be formally
described as follows:

r = P̃ V (6)

where r ∈ R
t×d and d represents the hidden dimension of embed-

ding layer. P̃ assigns the correct candidate token a higher weight
score, and the weight values of the remaining incorrect candidate
tokens are close to zero. Equation 6 considers the information of in-
correct tokens in a weighted approach, which mainly draws on the
idea of label smoothing [22].

Note that r contains placeholders [MASK]. The representation
of response is denoted as r̃ by taking the mean of all tokens rep-
resentations. For predicted responses, we employ contrastive learn-
ing to minimize the gap between positive examples and maximize
that between positive and negative examples. To minimize the num-
ber of placeholders in the predictions, we introduce the ground
truth responses as rectification signals to the positive examples. We
only adopt source language (i.e., English) and code-switching re-
sponses as rectification signals. The reason is that fake target re-
sponses contains placeholders, which will encourage model to gen-
erate responses with more [MASK]. We only obtain representations
of ground truth responses with encoder and do not compute the gra-
dients. On the decoder side, �dp and �dn are calculated as follows on
decoder side:

�dp =
1

3k + 2

3k+2∑
i>j

r̃T
i r̃j

||r̃i||||r̃j || (7)

�dn =
1

3k + 2

3k+2∑
i

∑
j

r̃T
i Nj

||r̃i||||Nj || (8)

where Nj represents the j-th negative example. We get the negative
examples from other ground truth responses in the same batch. Be-
sides, the loss for generative responses is cross-entropy, defined as:

�g =
∑

−logfθ(wr|wh) (9)

The final total loss is defined as:

L = �g +
1

4t
(�en + �dn − �dp − �ep) (10)

Since �g is calculated on the token-level, therefore contrastive loss
should be multiplied by the averaged response length t.

5 Experiments

5.1 Datasets

We employ multilingual versions of DailyDialog and DSTC7-AVSD
datasets [18], which include seven language versions i.e., English,
Chinese, German, Russian, Spanish, French and Italian. The English
version is the original corpus, and other language versions are ob-
tained through bilingual dictionaries and translations. The supervised
model for each language is trained on the corresponding language
corpus. DailyDialog is a multi-turn dialogue dataset of daily life,
which consists of 11,118 context-response pairs for training, 1,000
pairs for validation, and 1,000 pairs for testing. DSTC7-AVSD is a
social media multi-turn dialogue dataset that consists of 76,590 con-
text response pairs for training, 17,870 pairs for validation, and 1,710
pairs for testing.

5.2 Baselines

We compare the proposed model performance with the following
baselines: LVM [20] which refines the aligned cross-lingual word-
level representations by very few parallel word pairs. In this paper,
we refine the cross-lingual word-level representations by bilingual
dictionaries. MLT [21] which leverages parallel word pairs to gen-
erate code-switching sentences for learning the interlingual seman-
tics across languages OBPE [24] which modifies the BPE algorithm
to encourage more shared tokens between high-resource and low-
resource languages tokens in the vocabulary. We obtain the OBPE
word vocabulary based on bilingual dictionaries. We use mBERT as
the base model and use mBERT tokenizer. This method does not
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Table 2. Performance of the ChatZero comparison under zero-shot and supervised learning on DailyDialog. The sup and zero denote supervised learning
performance and zero-shot performance, respectively. Per represents the percentage of zero-shot performance to supervised learning performance. AVE

represents the average performance excluding PPL.

Language Types BLEU-1 BLEU-2 Rouge-L Dist-1 Dist-2  AVE PPL

sup 34.22 27.91 37.71 18.75 53.84 77.27 61.17 84.31 49.40 101.57

zero 32.11 25.13 34.72 15.89 49.13 72.81 56.75 80.36 45.86 109.26

per(%) 93.83 90.03 92.07 84.74 91.25 94.22 92.77 95.31 91.78 91.21

sup 34.44 27.55 38.72 25.21 57.15 81.26 68.92 85.11 52.30 103.61

zero 30.58 24.32 34.67 21.89 52.38 77.42 63.53 79.91 48.09 112.62

per(%) 88.79 88.27 89.54 86.83 91.65 95.27 92.18 93.89 90.80 92.00

sup 32.74 26.83 38.18 20.46 57.02 77.02 60.71 84.61 49.70 100.44

zero 29.57 24.55 36.65 17.91 48.87 74.25 57.01 80.91 46.22 106.36

per(%) 90.31 91.50 95.99 87.53 85.71 96.40 93.91 95.63 92.12 94.43

sup 33.12 27.43 37.58 16.84 48.18 80.32 62.68 86.27 49.05 101.56

zero 30.02 24.82 34.71 14.33 43.15 77.21 58.26 81.09 45.45 110.19

per(%) 90.64 90.48 92.36 85.10 89.56 96.12 92.94 94.00 91.40 92.16

sup 29.13 24.48 33.87 10.37 45.62 75.64 62.22 81.88 45.40 104.51

zero 25.31 21.21 30.01 8.38 39.71 70.05 57.93 74.83 40.93 115.21

per(%) 86.88 86.64 88.60 80.81 87.05 92.61 93.11 91.38 88.39 90.71

sup 33.18 26.74 37.29 21.85 58.68 75.91 60.01 84.26 49.74 100.55

zero 30.06 24.85 34.44 19.84 53.86 72.26 55.21 79.73 46.28 108.35

per(%) 90.60 92.93 92.36 90.80 91.79 95.19 92.00 94.62 92.54 92.80

Zh

It

Embed A/E/G

De

Ru

Es

Fr

work for source and target languages that have a big gap. Therefore,
we also consider all source and target token pairs that appear in bilin-
gual dictionaries share the same representation.

5.3 Implementation Details

We implement our ChatZero using PyTorch and train ChatZero on
a server with an Intel(R) Xeon(R) Gold-5218R CPU 2.10GHz and
4×GeForce RTX 3090 GPU (24G). Adam [12] is utilized for opti-
mization. The adam parameters beta1 and beta2 are set to 0.9 and
0.999, respectively. Note that we employ mBERT to perform place-
holder (i.e., [MASK]) reprediction of ChatZero results. When pre-
dicting [MASK], we will concatenate the dialogue history and gen-
erated responses with [MASK] into a continuous sequence and in-
put it into mBERT. The maximum length of the dialogue history
is set to 512, and the maximum length of the response set to 50.
We set the batch size to 64 and the learning rate to 5e−5. Beam
search is used to generate responses. The beam size is set 6. We train
word embeddings for embedding-based metrics for each language
using Glove [25]. The unknown tokens are removed when comput-
ing embedding-based metrics, and the vectors of all unknown tokens
are initialized to zero vector. We find that the parameter k is set to 2
for the best performance of ChatZero under zero-shot condition. The
main reason is that most bilingual dictionaries have more than two
candidate replacement words in target language with a ratio of 50%.
Based on validation set experiments, the parameter τ is set to 0.4.

5.4 Evaluation metrics

We employ both automatic metrics and human evaluations. Auto-
matic Metrics: Following previous studies [30, 18], we employ per-
plexity (PPL) and distinct-1/2 (i.e., Dist.1/2). A lower PPL means a
more reliable result. Distinct-1/2 is a key metric to evaluate the di-
versity of responses, which can be calculated through the ratio of
distinct uni-grams / bi-grams. Higher distinct means better diver-
sity of responses generated by the model. The higher the diversity
of responses generated by the model, the higher the value of the
Distinct-1/2 metrics. Following previous studies [30, 18, 17], we also

employ BLEU and ROUGE-L for evaluating response generation.
BLEU [2] and ROUGE-L [2] metrics evaluate the response based on
co-occurrence properties of tokens. Embedding-based metrics (Aver-
age, Exterma, and Greedy) [15, 36, 28] can reflect the quality of the
generated responses at the semantic level.
Human Evaluation: Human evaluation mainly includes the fol-

lowing three aspects: (i) Fluency measures whether the generated
responses are smooth or grammatically correct. (ii) Diversity eval-
uates whether the generated responses are informative, rather than
generic and repeated information. (iii) Relevance evaluates whether
the generated responses are relevant to the dialogue context. We se-
lect Chinese, French and German responses for human evaluation.
We ask three crowdsourced graduate students to evaluate the quality
of generated responses for 100 randomly sampled input contexts. We
request annotators to score the response quality on a scale of [0,1,2]
(0-bad, 1-neutral, 2-good) from three aspects fluency, diversity, and
relevance. All annotators are unaware of the model corresponding to
the generated results.

5.5 Results

Table 2 and Table 3 report the results of automatic metrics of
ChatZero on DailyDialog and DSTC7-AVSD datasets under super-
vised and zero-shot conditions, respectively. First, ChatZero’s per-
formance under zero-shot conditions is inferior to that of supervised
learning. However, the performance of zero-shot is exciting. Specifi-
cally, apart from Chinese datasets, ChatZero’s zero-shot overall per-
formance surpasses 90% of that achieved through supervised learn-
ing on DailyDialog. On DSTC7-AVSD dataset, ChatZero’s overall
zero-shot performance exceeds 90% of supervised learning across
all languages. The results demonstrate the effectiveness of ChatZero.

We find an interesting phenomenon that ChatZero’s cross-lingual
capabilities are relatively weaker in Chinese and Russian compared
to other languages. Specifically, ChatZero’s zero-shot performance
in Chinese is only 88.39% of supervised learning, and 90.8% in
Russian on DailyDialog. On DSTC7-AVSD, ChatZero’s zero-shot
performance in Chinese is only 90.91% of supervised learning, and
92.38%in Russian. We believe this is related to the dictionary’s cov-
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Table 3. Performance comparison under zero-shot and supervised learning on DSTC7-AVSD.

Language Types BLEU-1 BLEU-2 Rouge-L Dist-1 Dist-2 AVE PPL

sup 26.33 16.86 26.94 7.12 32.81 82.26 60.51 88.34 42.65 106.40

zero 25.16 16.28 25.38 6.67 31.11 81.33 58.88 87.92 41.59 112.67

per(%) 95.56 96.56 94.21 93.68 94.82 98.86 97.31 99.52 96.32 94.43

sup 32.01 20.56 37.11 7.56 22.74 83.33 65.31 89.74 44.80 142.53

zero 29.27 18.67 34.10 6.54 20.88 80.12 62.01 86.34 42.24 156.37

per(%) 91.44 90.08 91.88 86.51 91.82 96.14 94.95 96.21 92.38 91.14

sup 30.28 20.42 34.21 7.04 28.01 84.58 67.61 89.12 45.16 105.93

zero 28.64 18.43 32.47 6.56 26.68 82.89 64.53 87.61 43.48 111.86

per(%) 94.58 90.25 94.91 93.18 95.25 98.00 95.44 98.31 94.99 98.31

sup 31.38 22.37 32.32 6.26 22.62 84.14 64.96 89.44 44.19 107.36

zero 29.32 20.92 30.28 5.47 21.46 82.86 63.04 87.88 42.65 114.64

per(%) 93.43 93.52 93.69 87.38 94.87 98.48 97.04 98.26 94.58 93.65

sup 25.26 16.07 31.61 6.47 20.31 77.56 64.91 85.78 41.00 152.69

zero 23.04 14.64 29.23 5.24 18.04 73.52 61.47 79.92 38.14 164.47

per(%) 91.20 91.12 92.47 81.00 88.84 94.79 94.70 93.16 90.91 92.83

sup 25.31 16.78 27.09 7.61 32.45 79.94 60.32 86.74 42.03 105.86

zero 23.62 16.54 25.67 6.78 29.93 77.78 58.22 85.30 40.48 111.63

per(%) 93.31 98.57 94.75 89.09 92.22 97.30 96.52 98.34 95.01 94.83
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Table 4. Performances of baselines comparison on DailyDialog (up) and DSTC7-AVSD (down). Bold indicates the best result, and underline indicates the
second best result.

Language Model BLEU-1 BLEU-2 Rouge-L Dist-1 Dist-2 AVE PPL

LVM 29.53 25.55 30.05 13.77 45.44 68.55 51.77 78.54 42.90 117.88

MLT 30.86 24.44 31.65 13.33 47.88 70.24 53.47 78.57 43.81 115.33

OBPE 31.55 26.74 32.15 13.77 47.86 70.55 53.33 79.88 44.48 110.44

ChatZero 32.11 25.13 34.72 15.89 49.13 72.81 56.75 80.36 45.86 109.26
LVM 27.66 22.54 33.64 14.29 45.88 72.88 55.62 78.35 43.86 115.77

MLT 28.34 24.69 34.66 15.33 46.77 73.82 55.44 79.21 44.78 112.40

OBPE 27.88 23.69 34.19 15.87 47.93 73.55 56.32 78.82 44.78 110.76

ChatZero 29.57 24.55 36.65 17.91 48.87 74.25 57.01 80.91 46.22 106.36
LVM 28.34 21.65 33.48 11.38 39.59 75.58 55.87 78.66 43.07 119.43

MLT 29.35 22.74 33.47 12.66 41.55 77.14 56.77 80.17 44.23 111.90

OBPE 28.88 21.36 33.55 13.86 42.25 76.53 57.52 80.59 44.32 112.33

ChatZero 30.02 24.82 34.71 14.33 43.15 77.21 58.26 81.09 45.45 110.19

LVM 22.05 13.80 21.86 4.76 28.06 77.22 56.04 83.26 38.38 121.68

MLT 23.03 14.08 23.66 5.47 29.27 78.86 56.22 85.09 39.46 115.71

OBPE 24.05 15.66 24.77 5.33 30.08 80.06 57.65 86.07 40.46 114.50

ChatZero 25.16 16.28 25.38 6.67 31.11 81.33 58.88 87.92 41.59 112.67
LVM 20.21 12.38 26.87 4.44 17.54 69.08 58.46 76.07 35.63 172.36

MLT 21.03 13.36 27.66 4.73 18.76 71.55 59.05 77.68 36.73 173.46

OBPE 22.69 14.36 28.33 4.77 19.02 72.33 60.43 78.12 37.51 168.24

ChatZero 23.04 14.64 29.23 5.24 18.04 73.52 61.47 79.92 38.14 164.47
LVM 27.43 18.56 28.86 3.77 18.50 80.09 61.86 85.36 40.55 123.33

MLT 28.64 19.30 29.45 4.76 19.55 82.10 62.09 87.65 41.69 117.46

OBPE 28.10 18.88 29.44 5.12 20.33 81.76 62.87 85.40 41.49 115.77

ChatZero 29.32 20.92 30.28 5.47 21.46 82.86 63.04 87.88 42.65 114.64
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Fr
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erage of the corpus and the similarity between languages. The cor-
responding discussion is in Section 5.6. We can also observe simi-
lar phenomena on different metrics. On DailyDialog, the zero-shot
BLEU-1/2 and Rouge-L results of ChatZero can achieve the perfor-
mance of more than 90% of supervised learning in German, Spanish,
French, and Italian. The performance of zero-shot learning on PPL
and Embedding-based metrics have achieved more than 90% of su-
pervised learning on all tested languages. On DSTC7-AVSD, we can
observe that, except for the Distinct-1/2 metrics, the performance of

other metrics under zero-shot reaches more than 91% of supervised
learning. The results of some metrics under zero-shot are even close
to that of supervised learning.

Table 4 reports the performance of ChatZero and other baselines
on two datasets. We can observe that ChatZero enjoys the advan-
tage of performance compared to other baselines. LVM achieves
cross-lingual semantic transfer by training a shared embedding on
word pairs. The disadvantage of LVM is that the size and coverage
of word pairs strictly limit the model’s semantic transfer capabili-
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ties, which may cause models to appear OOV (out-of-vocabulary) on
the target language. MLT achieves cross-semantic transfer by con-
structing code-switching sentences through corpus pairs. The inabil-
ity to fully cover the target language often results in the generation
of code-switching results. OBPE also constructs co-embedding be-
tween high-resource and low-resource languages, and faces the same
problem as LVM. ChatZero avoids the challenge of generating code-
switching forms by creating a pseudo-target language structure. It
fills in placeholders in a manner that aligns with the language model’s
pre-training, compensating for the limited coverage of dictionaries.

5.6 Cross-lingual Analysis

We can observe that ChatZero demonstrates different cross-lingual
abilities in different languages. The Chinese zero-shot performances
of ChatZero on DailyDialog and DSTC7-AVSD have a gap com-
pared to supervised learning than other languages. We believe this is
mainly related to dictionary coverage and language similarity. From
the dictionary coverage, the English-Chinese dictionary coverage of
DailyDialog is 37.68%, and DSTC7-AVSD is 63.22%, which is the
lowest compared to other dictionaries. The higher the dictionary cov-
erage, the higher the bilingual pairs contained in the training corpus,
which will significantly enhance the ability of ChatZero to transfer
knowledge from the source language to the target language.

In order to explore the impact of language similarity on cross-
lingual transfer learning, we calculate the similarity between En-
glish and other languages following previous study [23], we calculate
the similarity between English and other languages, where Zh-En is
9.4%, Ru-En is 41.01%, Es-En is 54.51%, Fr-En is 54.67%, It-En is
68.65% and De-En is 91.84%. We find that Chinese and Russian are
less similar to English than other languages, especially Chinese, align
with our experimental observations, that is, ChatZero’s cross-lingual
capabilities are relatively weaker in Chinese and Russian compared
to other languages. The similarity between languages can affect the
cross-lingual ability of the model. We believe that cross-language
transfer learning is easier between similar languages.

Table 5. Human evaluation results on DailyDialog (left) and
DSTC7-AVSD (right).

Language Models Diversity Relevance Fluency Diversity Relevance Fluency

LVM 0.850 0.580 1.096 0.635 0.629 0.996
MLT 0.965 0.694 1.114 0.904 0.755 1.183
OBPE 1.110 0.838 1.402 1.100 0.808 1.216

ChatZero 1.066 0.879 1.448 1.035 0.845 1.288
LVM 0.678 0.644 0.908 0.557 0.683 1.104
MLT 0.680 0.790 0.996 0.685 0.722 1.092
OBPE 0.701 0.788 1.145 0.778 0.705 1.110

ChatZero 0.706 0.809 1.184 0.789 0.766 1.147

De

Zh

5.7 Human Evaluation & Analysis

We compare the performance of ChatZero with other baselines from
three dimensions through human evaluation. Table 5 reports the re-
sults. We can observe that ChatZero has obvious performance ad-
vantages in most evaluation dimensions. Specifically, on the Ger-
man DailyDialog dataset, ChatZero has 30.8% advantage in diver-
sity, 25.8% in relevance and 32.2% in fluency compared with LVM
on DailyDialog. Compared with MLT, ChatZero has 11.6% advan-
tage in diversity, 13.8% in relevance and 22.20% in fluency. On the
DSTC7-AVSD dataset, we can observe a similar phenomenon. As we
discussed previously, LVM suffers from OOV problems on the tar-
get language and MLT generates code-switching responses, which
is the main reason for the performance inferiority of these models.

Context

Hey man, you wanna buy some weed? Some what? Weed! You know? Pot, Ganja, Mary Jane some

chronic! Oh, no thanks. I also have blow if you prefer to do a few lines. ...  Where do you get them

from? I got my connections! Just tell me what you want and I’ll even give you one ounce for free.

Sounds good! Let’s see, I want.
Ich [MASK], dass du deine [MASK] hinter deinen Kopf legen!
Ich möchte, dass du deine hände hinter deinen Kopf legen!

¡ [MASK] que pongas tus manos detrás de tu [MASK]!
¡ Qui que pongas tus manos detrás de tu cabeza
Mettez [MASK] mains derrière la tête
Mettez vos mains derrière la tête
[MASK] le mani dietro la testa, sei in arresto!
Met le mani dietro la testa, sei in arresto!

[MASK] [MASK][MASK] ,
,

Zh

De
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Fr
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Figure 3. The context stands for dialogue history. Here we only give the
dialogue context in English. De represents the response in German under the

zero resource condition, where the first row represents the response
generated by ChatZero with placeholders, and the second row represents the
responses of using mBERT to re-predict the placeholders. Other languages

are similar. We highlight placeholders in blue, correct predictions by
mBERT in red, and incomplete words in orange.

Although the performance of model OBPE is close to that of model
ChatZero, it still has a slight disadvantage. The idea of OBPE max-
imizes word overlap is limited by the degree of similarity between
source and target languages. This method is more effective when the
source and target language are similar. We can observe that the per-
formance of OBPE in German is closer to ChatZero than in Chinese,
and even exceeds ChatZero in the diversity dimension.

To further evaluate the effectiveness of ChatZero, we count the
proportion of placeholders in the responses generated by ChatZero.
The ratio of placeholders [MASK] is obtained by dividing the num-
ber of placeholders by the number of all words in the responses. The
placeholders in the generated responses are at a low level in both
datasets, with an average of 8.74% placeholders on DailyDialog and
6.28% on DSTC7-AVSD. We find that the placeholders of the gener-
ated responses on DailyDialog are significantly higher than those on
DSTC7-AVSD, which shows that the higher the dictionary coverage,
the lower the placeholders in the generated responses.

5.8 Case Study

We further analyze the performance of the model through case Fig-
ure 3. It is an effective method to employ mBERT to predict the
placeholders [MASK] when the generated responses contain fewer
placeholders. We can observe that our approach still has some prob-
lems. The responses contains incomplete tokens. The main reason
is that the number of tokens used to express the same semantics in
different languages is inconsistent. We can not pre-set the number of
placeholders when constructing pseudo-target language containing
placeholders, which encourages ChatZero to assume that the num-
ber of tokens to express the same semantics is consistent in different
languages. On the other hand, some words are splited into smaller
tokens after word segmentation by the wordpiece tokenizer used in
mBERT. These two reasons result in incomplete words being gener-
ated when making predictions for placeholders by mBERT.

6 Conclusion

We propose a novel zero-shot dialogue generation model ChatZero
by introducing placeholders to build a pseudo-target language, which
can avoid generating code-switching responses. ChatZero makes full
use of the advantages of language models to make up for the short-
comings of incomplete dictionary coverage. Specifically, ChatZero
utilizes unsupervised contrastive learning to minimize the semantic
gap of source, code-switching and pseudo-target languages. Results
on two multilingual dialogue datasets show that ChatZero achieves
more than 90% of the supervised learning performance. Compared
with baselines, ChatZero achieves state-of-the-art performance.
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