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Abstract. Debate is the process of exchanging viewpoints or con-
vincing others on a particular issue. Recent research has provided
empirical evidence that the persuasiveness of an argument is deter-
mined not only by language usage but also by communicator char-
acteristics. Researchers have paid much attention to aspects of lan-
guages, such as linguistic features and discourse structures, but com-
bining argument persuasiveness and impact with the social personae
of the audience has not been explored due to the difficulty and com-
plexity. We have observed the impressive simulation and personifica-
tion capability of ChatGPT, indicating a giant pre-trained language
model may function as an individual to provide personae and exert
unique influences based on diverse background knowledge. There-
fore, we propose a persona knowledge-aligned framework for argu-
ment quality assessment tasks from the audience side. This is the first
work that leverages the emergence of ChatGPT and injects such au-
dience personae knowledge into smaller language models via prompt
tuning. The performance of our pipeline demonstrates significant and
consistent improvement compared to competitive architectures.

1 Introduction

In the field of Natural Language Processing (NLP) and Compu-
tational Argumentation, there is a burgeoning research interest in
studies to develop computational methods that can automatically
assess the qualitative characteristics of arguments. The impact and
persuasiveness of the argument are crucial and pivotal qualitative
characteristics, and substantial research has been conducted to de-
velop computing methodologies for identifying the impact and the
persuasiveness of a natural language argument in public debate fo-
rums [39, 9, 11, 21, 27]. Nevertheless, estimating the impact or per-
suasiveness of an argument covering various debate topics requires
more extensive knowledge than merely comprehending the surface
semantic meaning of an argument in online debate forums. In argu-
mentation mining, Lauscher et al. [19] define the term knowledge as
any kind of normative information that is considered to be relevant
for solving a task at hand and that is not given as task input itself.

Traditional works in argument assessment tasks have studied vari-
ous aspects of knowledge [19]. Among them, the impact and persua-
siveness of arguments are inextricably linked not only to the linguis-
tic attributes of the language [41] but also to the traits of the commu-
nicators, including the source (speakers) [11], the prior beliefs [9],
argument structure [21], and the influence of discourse contexts [27].
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Context: C++ is the ideal programming language to learn first for beginner programmers. C++ 

teaches programmers to understand low-level concepts, which they will need in order to be effective 

and efficient programmers in the future.
Argument: A great majority of programmers do not know assembly while still being effective and 

efficient. Label: Impactful

Stance: Con

Argument: Learning C++ as the first 

programming language allows beginners to 

develop a strong foundation in programming 

principles, which can be applied to various other 

programming languages. 

Character: Practical, problem-solving, adaptable. 

Intent: To share personal experience and 

professional perspective on the advantages of 

starting with C++ as a programming language.

Stance: Neutral

Argument: The choice of the first programming 

language depends on personal goals, projects, and 

learning preferences. While C++ can provide a 

deeper understanding of low-level concepts, other 

languages like Python may offer more accessible 

learning experiences and faster prototyping 

capabilities. The effectiveness and efficiency of 

programmers depend on various factors beyond 

their knowledge of assembly. 

Character: Adaptable, independent, pragmatic.

Intent: To provide a balanced viewpoint based on 

personal experience and highlight alternative 

paths to becoming a proficient programmer.

Stance: Neutral

Argument: The choice of the first programming 

language depends on the goals and requirements 

of the projects individuals are pursuing. While 

understanding low-level concepts can be 

valuable, it may not be necessary for every 

programmer. The focus should be on selecting a 

language that aligns with the desired outcome 

and allows for efficient development. 

Character: Innovative, opportunistic, forward-

thinking. 

Intent: To assess the argument objectively and 

make strategic decisions based on the specific 

needs of their ventures.

Stance: Con

Argument: Learning C++ as the first 

programming language introduces beginners to 

low-level concepts, such as memory management, 

hardware interactions and performance 

optimization, which are essential for building 

efficient programs. 

Character: Knowledgeable, experienced, logical.

Intent: To guide and educate students on the 

fundamentals of programming and provide 

insights into the benefits of learning C++.

Computer Science Professor Software Engineer

Self-taught Programmer Technology Entrepreneur

Figure 1: A data example from Kialo and diverse audience personas
generated by ChatGPT on this online debate topic. The Context indi-
cates the previous historical arguments from other users. The Argu-
ment indicates the current argument or statement from the users.

However, previous works have not well explored the analysis of the
social personae of the audience in a computational manner, except
by annotating human subjects on the speaker side. The recent com-
putational studies for personae in Large Language Models (LLM)
underscore the significance of personality information [16, 24]. Fur-
thermore, research in social psychology has identified the factors of
argument persuasiveness, one of which is the audience [34, 18, 2], as
a substantial amount of content is not expressed explicitly but resides
in the mind of the audience [28], and the impact and persuasiveness
of arguments are highly dependent on the audience.

Figure 1 illustrates various audience personae having various
stances and interpretations on the same stated context and argu-
ment. An individual’s persona exerts significant influence on his/her
own background knowledge (e.g., prior beliefs) and personality (e.g.,
roles’ characters and intents) [9]. Hence, diverse audience personas
formulate different stances and arguments on a particular debate ar-
gument according to their characters and intentions. Therefore, we
adopt this focus since persona knowledge on the audience side plays
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a crucial role in forming stances and viewpoints about controversial
topics and ultimately helps to determine the impact and persuasive-
ness of the argument.

Nevertheless, the challenge lies in the high level of difficulty and
complexity associated with acquiring the audience’s persona knowl-
edge, and the manual collection imposes difficulty on the scalability
of persona knowledge for various argument assessment tasks. Nu-
merous works have successfully elicited knowledge from large lan-
guage models instead of retrieving it on the knowledge graph [40].
ChatGPT [31] has demonstrated the ability to act in diverse roles
given the instructions and applied for different tasks and areas [8, 3],
especially simulating an open world and the roles [32]. Hence, in
this paper, we utilize ChatGPT imitation of various audience roles
on each debate topic and argument, prompting persona knowledge
through the tailored prompt to explore its influence on the argument
assessment task. Furthermore, we proposed a persona knowledge-
aligned framework for aligning the persona knowledge from LLM
(i.e., ChatGPT) to a smaller language model (i.e., FLAN-T5) via
prompt tuning to undertake the argument assessment task. The per-
sona knowledge infuses into the tunable prefix prompt tokens with-
out altering the pre-trained model representations. Our contributions
are summarized as follows:

• To the best of our knowledge, this is the first work that explores
and aligns audience persona knowledge into pre-trained language
models via prompt tuning on the argument quality assessment
task1.

• We designed a framework to elicit human-validated audience per-
sona knowledge from a large language model (i.e., ChatGPT) to
help determine the impact and persuasiveness of the argument.

• We conduct extensive experiments and thorough ablation studies
to discuss the necessity and effectiveness of the various tailored
dimensions of persona knowledge and the proposed method.

2 Persona Knowledge

2.1 Persona Knowledge Generation

Data Argument and Context There are two forms of debate pre-
sented online. One is the arguments are typically structured as a se-
ries of rounds, with each round featuring an utterance from the PRO
side and one from the CON side (e.g., DDO dataset [10, 21]). In con-
trast, open debate platforms like Kialo2 often adopt a more informal
approach, allowing individuals to express their stances and argument
claims to provide support or opposition to various topics or argu-
ments, where the process can be organized as a debate tree. We de-
fine the argument claim denoted as A to be the argumentative and
persuasive text to express an idea for the audience and regard other
relevant arguments in previous rounds or from other speakers as the
context C, C = (C0, C1, · · · , Cl) where l is context length and Cl is
the parent argument of A. To maintain consistency in methodology,
we call a round with arguments from two debaters as one argument.

Dimensions of Persona Knowledge We notice that Moore et al.
[29] proposed five common dimensions of persona: Public, media-
tized, performative, collective, and VARP (Values, Agency, Reputa-
tion, Prestige) dimensions. However, those dimensions are too gen-
eral for debate arguments, which may not be specific and adaptable to
broader debate topics. To construct efficient and task-specific repre-
sentations of persona knowledge on the argument quality assessment

1 The source code is available at https://github.com/HKUST-KnowComp/
PersonaPrompt

2 https://www.kialo.com/

Please imagine you are any relevant and critical roles that help to determine the argument impact of the argument based on the 

context and argument. Based on the prior beliefs of various roles, please only list and summarize their Stance (select Pro, Con, 

or Neutral), Argument, Characters traits, and Intent to determine the argument impact of the argument without any other 

explanations or notes. Please list as many relevant and critical roles as possible.

Context: "C++ is the ideal programming language to learn first for beginner programmers. C++ teaches programmers to

understand low-level concepts, which they will need in order to be effective and efficient programmers in the future."

Argument: "A great majority of programmers do not know assembly while still being effective and efficient."

Context": "We should have a single global language."

Argument: "We could take advantage of this occasion to create a better language."

Linguist \nStance: Pro; \nArgument: A single global language would promote better; communication and understanding among 

people from different cultures. However, creating a new language would be a difficult task as it requires thorough research and 

testing;\nCharacter traits: Knowledgeable, analytical, objective;\nIntent: To provide an expert opinion on the feasibility of 

creating a new language for global use. 

Cultural preservationist \nStance: Con; \nArgument: A single global language would threaten the linguistic and cultural diversity 

of different communities. Moreover, language is an integral part of a community's identity and way of life; \nCharacter traits: 

Passionate, protective, traditional; \nIntent: To preserve and promote the cultural heritage of their community.

Instruction

In-Context Demonstration

def generate_instruction():

w1_list = ["Please imagine", "Please enumerate and imagine", "Now,"]

w2_list = ["relevant and critical", "relevant and essential", "pertinent and vital", "pertinent and essential", "pertinent and crucial"]

w3_list = ["roles", "persona", "shareholder", "character", "expert"]

w4_list = ["list and summarize", "list and describe", "enumerate and explain", "enumerate and describe", "identify and describe"]

w1 = random.sample ( w1_list , 1)[0]

w2 = random.sample ( w2_list , 1)[0]

w3 = random.sample ( w3_list , 1)[0]

w4 = random.sample ( w4_list , 1)[0]

return instruction

instruction = w1 + " you are any " + w2 + w3 + " that help to determine the argument impact of the argument based on the context 
and argument. Based on the prior beliefs of various" + w3 + ", please only" + w4 + " their Stance (select Pro, Con, or Neutral), 
Argument, Characters traits, and Intent to determine the argument impact of the argument without any other explanations or 
notes. Please list as many" + w2 + w3 + " as possible. "

Instruction Generator:

…

Figure 2: The upper portion is a prompt template for eliciting the per-
sona knowledge from ChatGPT, and the bottom portion is the ran-
domized instruction generator.
task, we intuitively and meticulously design four potential dimen-
sions for each persona knowledge instance as follows:
Persona Stance This dimension describes the stance of an audience
persona (i.e., Con, Pro, or Neutral) regarding the given argument and
context.
Persona Argument This dimension presents the audience persona
argument that supports their stance, according to their own characters
and intentions.
Persona Characters This dimension describes intrinsic character
traits that a persona is likely to exhibit.
Persona Intent This dimension outlines the external action or out-
come that an audience persona intends to achieve or accomplish in
the forthcoming period. Given that diverse audience personas take
different stances and arguments on a specific debate argument ac-
cording to their characters and intentions, this dimension is an inte-
gral part of persona knowledge in this work.
Persona Knowledge Generation To ensure the high quality and
diversity of elicited multi-dimensional personae from ChatGPT3 and
mitigate the issues of LLMs sensitive to instruction and few-shot ex-
amples, we have customized the dynamic prompting template and
introduced randomization in the prompts. This is achieved by (I)

manually creating a collection of semantically similar instructions
and randomly sampling from the instruction set each time, (II) cre-
ating an initial in-context examples pool, and dynamically sampling
in-context examples for each input. The initial in-context examples
pool includes 100 manually refined persona knowledge for 10 well-
chosen instances, which are crafted to cover as many relevant, crit-
ical, and diverse personas as possible. The prompt template is dis-
played in Figure 2, and an example of the persona knowledge gener-
ated by ChatGPT is presented in Figure 1. For a given context ci ∈ C
and argument claim of ai ∈ A, by employing large language model
M, we sample persona knowledge pi ∈ P:

pi ∼ M(pi | ci, ai) (1)

3 Disclaimer: All generated persona knowledge reflects the selection and re-
porting biases [14] of ChatGPT, which could sometimes be stereotypical
and do not represent the views of the authors.
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where i indicates i-th instance of the dataset D = {(xi, yi)}|D|
i=1 and

xi = {ci, ai}. It is noteworthy that the persona knowledge generated
by ChatGPT and GPT-4 exhibits significant similarity. Therefore, we
have opted for ChatGPT to generate all persona knowledge to opti-
mize cost efficiency.

2.2 Human Validation

To assess the quality, effectiveness, and helpfulness of generated per-
sona knowledge and to address potential hallucination issues in the
generated content [22], we conduct a human validation to comple-
ment the experimental results. We score each persona and the cor-
responding four dimensions of generated knowledge in the follow-
ing intrinsic and extrinsic criteria: (1) Relevance that determines
whether the Roles, Argument, and Intent are relevant to the data ar-
gument and context; (2) Fluency that assesses the fluency and un-
derstandability of the Roles, Argument, and Intent; (3) Consistency

that evaluates whether the Intent and Argument are consistent with
Stance; (4) Plausibility that gauges the reasonableness and plau-
sibility of the Intent and Argument; (5) Usefulness that measures
whether the generation helps in determining the persuasiveness of
the data argument; (6) Harmfulness that estimates whether the gen-
erated knowledge includes harmful and toxic language or words.

We randomly sample 1,000 persona roles from the 250 debates
in the testing set, and five annotators are asked to evaluate every
role in these dimensions, yielding a total of 30,000 ratings for all
sampled knowledge (1,000 persona roles × 6 aspects × 5 annota-
tors). We take the majority vote among five votes as the final result
for each persona knowledge. The Inter-Annotator Agreement (IAA)
score is 73.33%, computed using pairwise agreement proportion,
and Fleiss’s Kappa [13] is 0.45. The average scores are in Figure 4.
The relevance, fluency, consistency, and harmfulness aspects receive
the higher agreement, while the plausibility and usefulness aspects
obtain relatively lower agreement among annotators compared with
other dimensions but also obtain 87% and 79% IAA scores. Notably,
the harmfulness aspect in these 1,000 sample persona knowledge is
zero, and a zero score means no harmful or toxic language is de-
tected in the generation. It may be attributed to the ChatGPT fine-
tuned with reinforcement learning from human feedback (RLHF) ap-
proach, which prevents ChatGPT from generating harmful language
without deliberate attacks [5].

3 Persona Knowledge Aligned Prompt Framework

Problem Definition. Despite the differences in debate forms, the pri-
mary objective of debaters remains to persuade the audience effec-
tively. Therefore, our aim is to utilize machine learning methods to
predict the winner of a debate based on the persuasiveness of their
arguments. This approach allows us to frame argument assessment
tasks as classification problems giving an argument claim A and its
corresponding context C, predict the label Y ∈ {Con, Pro} in the
debate form of DDO benchmark, while Y ∈ {Impactful, Medium
Impact, Not Impact} in Kialo debate forms. Therefore, this task is
to find out the proper winner or plausible impact level based on the
persuasiveness:

y∗
i = argmax

y
j
i

Pr
(
yi = yj

i | xj
i

)
, (2)

where y∗
i is the most persuasive winner or most reasonable impact

level, and j indicates the j-th label among all labels.

Impact Train Validation Test

Impactful 3,021 641 646
Medium Impact 1,023 215 207
Not Impactful 1,126 252 255

Total 5,170 1,108 1,108

Table 1: Data statistics of Kialo dataset.

3.1 PersonaPrompt

To predict the label yi for each instance xi = {(ci, ai)}, we ap-
pend the corresponding audience persona knowledge pi to each in-
stance. Then, we leverage a human-tailored template T (·) to convert
the data instances and the persona knowledge to the prompt input
x̃i = T (pi, xi) and a verbalizer V(·) to map a set of label words to
class labels. Figure 3 illustrates the overall framework.
Knowledge-Aligned Template The crafted template includes nec-
essary discrete tokens and learnable continuous tokens. As shown in
Figure 3, we utilize indicators to separate the “context” and “argu-
ment” and instruct the models to predict either the winner of the
debate or the potential impact level of an argument. In addition,
we incorporate persona knowledge generated by ChatGPT as the
“background” preceding the context, which aligns persona knowl-
edge from a large language model to the small model to enhance the
comprehension ability on the tasks, providing a broader and more
comprehensive perspective on the debate process. We also appended
20 learnable continuous tokens at the beginning of the input template,
allowing them to be updated through backpropagation.
Verbalizer A traditional verbalizer V(·) is a mapping function
(V : Y → Z) designed for bridging the set of answer token Z to the
class label set Y [26]. Normally, by using the prompt template and
the function V(·), the probability distribution over Y can be formal-
ized as the probability distribution over Z at the masked position,
i.e., Pr(yi|x̃i) = Pr(V(yi)|x̃i) = Pr(zi|x̃i). To explicitly exhibit the
contribution and effectiveness of persona knowledge in our model,
we simplify the verbalizer function, which treats the original class
label with lowercase as the label words (e.g., "Con" to "con"). Thus,
we predict the label by choosing the higher probability answer token:

y∗
i = argmax

z
j
i

Pr
(
zi = zji | x̃j

i

)
. (3)

The final learning objective of PersonaPrompt is to maximize

J =
1

|D|
∑

(xi,yi)∈D
log Pr

(
zi = zji | x̃j

i

)
. (4)

4 Experimental Setting

4.1 Task Datasets

To validate the effectiveness of persona knowledge in debate tasks,
we conducted experiments on two tasks: argument impact classifica-
tion in the Kialo dataset [12] and argument persuasion prediction in
the DDO dataset [10, 21]. The Kialo dataset collected various top-
ics and categorized the user votes into three impact classes (Not Im-
pactful, Medium Impact, and Impactful) based on agreement and the
number of valid votes to reduce noise. The dataset statistics are pre-
sented in Table 1. The DDO dataset is used for the argument per-
suasion prediction task. The task involves predicting the winner who
presented more convincing arguments in a debate. Each debate con-
sists of multiple rounds, with each round featuring an utterance from
the PRO side and one from the CON side.
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The impact of the argument is

The winner of the debate is
ContextLearnable Tokens Persona Knowledge <MASK>ArgumentPersona Knowledge:

Instruction

In-Context
Demonstration

Persona Knowledge

Context & 
Argument

Label Word 1

…

Label Word N

Label Words

PLM

Con

Persona

Con Neutral Neutral

Context: Argument:

Context: C++ is the ideal programming language 

to learn first for beginner programmers……

Argument: A great majority of programmers do 

not know assembly while still being effective and 

efficient.

Figure 3: Overview of the PresonaPrompt framework.

Figure 4: Human validation of five aspects of persona knowledge
elicited from ChatGPT. The human evaluation score for the Harm-
fulness aspect is zero, indicating that no harmful or toxic language
is found in the 1,000 sampled personae, which is omitted from the
figure.

4.2 PresonaPrompt Implementation Details

We employ the Flan-T5 model [6] as the PLM backbone in Person-

aPrompt. The overall configuration generally follows the setting in
Lester et al. [20] and sets the learnable prompt length as 20. The
batch size and maximum input sequence are 4 and 512, respectively.
The maximum generated sequence length of the encoder is 10. For
these two tasks, the training was implemented using cross-entropy
loss with 30,000 training steps, which selects the model that yields
the best performance on the validation set. We adopt an Adafac-
tor [37] optimizer and perform grid search with learning rates {3e-6,
4e-6, 5e-6} in Kialo dataset and grid search with learning rates {3e-
7, 4e-7, 5e-7} in DDO dataset. Our model is conducted on two 32GB
NVIDIA V100 GPUs. The running time for Flan-T5-base is around
8 hours, while Flan-T5-large is about 22 hours.

4.3 Baselines

This paper mainly adopts two categories of competitive baselines for
the Kialo dataset and the DDO dataset. The first category consists of
the previous state-of-the-art baselines, such as LR [12], SVM [10],
BiLSTM [27], HAN-BiLSTM [27], BERT [12], and DisCOC [27].
The other category involves the fine-tuned Flan-T5 models to illus-
trate the performance gain of prompt tuning. Additionally, we in-
clude general Prefix-Tuning [23] as well as Prompt-Tuning [20].

5 Experimental Result

5.1 Main Results

Table 2 and Table 3 summarize the main results of the two online
debate tasks, which include the argument impact classification task
and argument persuasion task, from which we derive the following

Model Precision Recall Macro F1

MAJORITY 19.43 33.33 24.55
SVM [12] 65.67 38.58 35.42
BILSTM [27] 46.94 ± 1.08 46.64 ± 0.71 46.51 ± 1.11
HAN-BILSTM [27] 51.93 ± 1.37 49.08 ± 1.52 50.00 ± 1.49
BERT [12] 57.19 ± 0.92 55.77 ± 1.05 55.98 ± 0.70
DISCOC [27] 57.90 ± 0.70 59.41 ± 1.41 58.36 ± 0.52
FINE-TUNING (T5-BASE) [35] 58.48 ± 1.04 59.57 ± 0.54 58.45 ± 0.69
FINE-TUNING (T5-BASE) (KNOWLEDGE) [35] 60.37 ± 1.73 60.58 ± 0.21 60.10 ± 1.25
FINE-TUNING (T5-LARGE) [35] 58.95 ± 0.81 63.42 ± 0.52 60.23 ± 0.23
FINE-TUNING (T5-LARGE) (KNOWLEDGE) [35] 62.63 ± 1.04 64.56 ± 0.56 63.31 ± 0.68
PROMPT-TUNING (T5-BASE) [20] 61.05 ± 1.58 57.80 ± 0.76 58.61 ± 0.84
PROMPT-TUNING (T5-BASE) (KNOWLEDGE) [20] 60.52 ± 0.32 59.78 ± 0.62 59.58 ± 0.69
PROMPT-TUNING (T5-LARGE) [20] 63.48 ± 1.33 63.13 ± 0.78 63.10 ± 0.77
PROMPT-TUNING (T5-LARGE)(KNOWLEDGE) [20] 65.18 ± 1.03 65.12 ± 0.75 65.20 ± 0.46
PREFIX-TUNING (T5-BASE) [23] 61.95 ± 2.03 57.69 ± 1.44 58.35 ± 1.24
PREFIX-TUNING (T5-BASE) (KNOWLEDGE) [23] 61.85 ± 1.43 60.96 ± 0.17 60.13 ± 0.22
PREFIX-TUNING (T5-LARGE) [23] 65.01 ± 0.95 62.10 ± 1.25 62.87 ± 1.01
PREFIX-TUNING (T5-LARGE) (KNOWLEDGE) [23] 65.43 ± 1.53 65.09 ± 0.64 65.25 ± 0.71
PERSONAPROMPT (T5-BASE) 59.19 ± 0.57 60.20 ± 0.67 59.29 ± 0.67
PERSONAPROMPT (T5-BASE) (KNOWLEDGE) 64.35 ± 0.63 62.11 ± 0.36 62.81 ± 0.31
PERSONAPROMPT (T5-LARGE) 65.40 ± 0.54 64.26 ± 1.08 64.35 ± 0.51
PERSONAPROMPT (T5-LARGE) (KNOWLEDGE) 68.48 ± 1.24 67.16 ± 0.58 67.77 ± 0.54

Table 2: The mean and standard deviation of the performance of dif-
ferent models on Kialo dataset. KNOWLEDGE indicates incorporat-
ing with the generated audience persona knowledge. The upper por-
tions are the previous SOTA methods, and the middle portions are the
implemented baselines. All T5 models mentioned above indicated
Flan-T5 models.

Model Accuracy

MAJORITY 62.62
LINGUISTIC+USER LR 67.41
ARG-STRUCT LR 69.52
LINGUISTIC+ARG-STRUCT LR 70.48
LINGUISTIC+USER+ARG-STRUCT LR 70.44
BERT 64.71 ± 0.73
BERT(KNOWLEDGE) 66.09 ± 1.27
DISCOC 64.48 ±1.03
DISCOC(KNOWLEDGE) 67.01 ± 1.17
FINE-TUNING (FLAN-T5-BASE) 70.15 ± 0.58
FINE-TUNING (FLAN-T5-BASE)(KNOWLEDGE) 72.87 ± 0.12
FINE-TUNING (FLAN-T5-LARGE) 71.75 ± 0.59
FINE-TUNING (FLAN-T5-LARGE)(KNOWLEDGE) 73.25 ± 0.41
PREFIX-TUNING (FLAN-T5-BASE) 68.62 ± 0.77
PREFIX-TUNING (FLAN-T5-BASE)(KNOWLEDGE) 71.26 ± 0.49
PREFIX-TUNING (FLAN-T5-LARGE) 70.69 ± 0.79
PREFIX-TUNING (FLAN-T5-LARGE)(KNOWLEDGE) 73.41 ± 0.58
PROMPT-TUNING (FLAN-T5-BASE) 68.01 ± 1.38
PROMPT-TUNING (FLAN-T5-BASE)(KNOWLEDGE) 71.61 ± 0.63
PROMPT-TUNING (FLAN-T5-LARGE) 71.26 ± 1.22
PROMPT-TUNING (FLAN-T5-LARGE)(KNOWLEDGE) 73.64 ± 0.49
PERSONAPROMPT (FLAN-T5-BASE) 71.08 ± 0.70
PERSONAPROMPT (FLAN-T5-BASE)(KNOWLEDGE) 73.45 ± 0.34
PERSONAPROMPT (FLAN-T5-LARGE) 72.56 ± 1.06
PERSONAPROMPT (FLAN-T5-LARGE)(KNOWLEDGE) 75.86 ± 0.43

Table 3: The performance of the models on the DDO dataset, where
the upper portions of baselines are Logistic Regression (LR) mod-
els with the linguistic feature, user information, and argument struc-
ture [21].

conclusions. First, our method significantly outperforms all base-
lines in both tasks and achieves state-of-the-art (SOTA) performance
in the argument impact classification task. Specifically, our method
(Flan-T5-large and Flan-T5-base) outperforms previous SOTA DIS-
COC [27] with at least 9.41% and 4.45% F1 scores in the argu-
ment impact classification task. Second, our model gains a consid-
erable improvement of 7.54% F1 score and 4.11% accuracy over the
fine-tuning of the Flan-T5-large (without persona knowledge) model
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Model Precision Recall Macro F1

MAJORITY 19.43 33.33 24.55
CHATGPT (BASELINE) 40.20 33.84 34.26
CHATGPT (W KNOWLEDGE) 39.04 37.18 36.60
GPT-4 (BASELINE) 50.00 44.84 39.52
GPT-4 (W KNOWLEDGE) 56.14 44.19 41.60
CHATGPT (ARGUMENT) 47.30 33.98 26.46
CHATGPT (ARGUMENT & KNOWLEDGE) 40.55 39.03 28.44
CHATGPT (CONTEXT & ARGUMENT) 41.20 34.84 35.26
CHATGPT (CONTEXT & ARGUMENT& KNOWLEDGE) 39.04 37.18 36.60

Table 4: The performance of ChatGPT (gpt-3.5-turbo-0125) and
GPT-4 (gpt-4-turbo-2024-04-09) on the argument impact task. The
bottom part is the ChatGPT model performance for the ablation study
on the data input.

in the Kialo and DDO datasets. It demonstrates that our method
effectively utilizes the audience persona knowledge, perceives this
specific knowledge on the correlation of knowledge and the data
argument and context, and finally enhances the ability of Flan-T5
to undertake this challenging task. Third, all models fine-tuned or
prompt-tuned with the knowledge exhibit improvement over original
tuning. In particular, PersonPrompt (knowledge) with the Flan-T5-
base version obtained a 3.52% F1 score gain in performance over
original tuning without persona knowledge. It illustrates the effec-
tiveness of the generated persona knowledge on the online debate
quality assessment tasks.

5.2 Knowledge Adaptation on Large Language
Models

With the remarkable ability demonstrated by LLMs across a diverse
array of tasks, we are intrigued about the capability of large language
models on zero-shot online debate tasks. We employ the prompt-
ing template in Robinson and Wingate [36] to formulate the task
as a multiple choice question answering problem as a baseline and
append with the audience persona knowledge to compare with this
baseline. The prompting template is displayed in Figure 5. We test
the performance of ChatGPT (gpt-3.5-turbo-0125) [31] and GPT-
4 (gpt-4-turbo-2024-04-09) [30] on the argument impact classifica-
tion task, and the performance is presented in Table 4. Although
all designed templates perform better than the majority baseline,
their overall performance remains suboptimal compared to super-
vised learning. This result reveals that argument impact classification
is still tricky for ChatGPT and cannot be solved easily at the current
state, resulting from the argument quality assessment task requiring
more ability than only comprehending the semantic meaning of the
arguments presented in a debate. As shown in Table 4, the context
plays a significant role in ChatGPT’s zero-shot performance in this
task. Moreover, we observed a slight improvement in performance
after concatenating knowledge with the pre-designed templates and
demonstrated that persona knowledge is also effective for ChatGPT.

5.3 Ablation Study on PersonaPrompt

To better investigate the factors of PersonaPrompt, we design numer-
ous ablations on the various aspects of PersonaPrompt on argument
impact classification task.

Can Knowledge Replace Context The context has demonstrated
significant influences on the model performance in prior works [12,
27], so we wonder whether persona knowledge can be used to re-
place the context. As the experimental results reported in Table 5, we
draw the following conclusions: (1) Context significantly contributes
to the performance of various models; (2) Persona knowledge can
be utilized to replace certain information or signals from the con-
text, aiding the model in determining the class label and emphasizing

Context: [Context]
Argument: [Argument]

Question: What is the argument impact of the argument? Please carefully understand the contexts of

Argument and Context, then answer the following question using “A”, “B”, or “C”, without any

explanation.

A. Impactful

B. Medium Impact

C. Not Impact

Answer:

Context: [Context]
Argument: [Argument]
Persona Knowledge: [Persona Knowledge]

Question: What is the argument impact of the argument? Please carefully understand the contexts of

Argument, Context, and Persona knowledge, then answer the following question using “A”, “B”, or

“C”, without any explanation.

A. Impactful

B. Medium Impact

C. Not Impact

Answer:

Large Language Model Prompting Template

Figure 5: Prompting template for large language models. The upper
part is the baseline template refer to Robinson and Wingate [36], and
the bottom part is the prompt template with the persona knowledge.

Model Precision Recall F1

PERSONAPROMPT (A.) 56.94 56.08 56.28
PERSONAPROMPT (A. & C.) 59.19 60.20 59.29
PERSONAPROMPT (A. & K.) 60.52 60.15 60.23
PERSONAPROMPT (A. & C. & K.) 64.35 62.11 62.81

BERT (A.) 53.24 50.93 51.53
BERT (A. & C.) 57.19 55.77 55.98
BERT (A. & K.) 53.52 54.94 53.59
BERT (A. & C. & K.) 56.76 58.55 57.25
DISCOC (A. & C.) 57.90 59.41 58.36
DISCOC (A. & C. & K.) 57.83 59.94 58.69
FLAN-T5 (A.) 49.26 54.99 50.44
FLAN-T5 (A. & C.) 58.48 59.57 58.45
FLAN-T5 (A. & K.) 54.39 58.16 55.62
FLAN-T5 (A. & C. & K.) 60.37 60.58 60.10

Table 5: The ablation study on the argument impact classification,
where C., A., and K. stands for context, argument, and persona
knowledge, respectively. Note that DisCOC must require the context
due to its recurrent mechanism. Flan-T5 indicates the Fine-Tuning
(Flan-T5-base) model.

Figure 6: F1 scores of different models on varying the context num-
bers. The results of HAN, Flat, and Interval-RoBERTa are referenced
from Liu et al. [27]. The distinguishing factor among these models
lies in the form of context modeling.

the importance of knowledge; (3) Incorporating persona knowledge
alongside the context consistently improves model performance.

Influence of the Context Length Different debate claims have
different context lengths in the Kailo dataset. Figure 6 shows
F1 scores of models with different context lengths. Only PRES-
ONAPROMPT (KNOWLEDGE) and DISCOC benefit from longer
discourse contexts, while other models get stuck in performance
fluctuation. PRESONAPROMPT (KNOWLEDGE) and DISCOC have
consistent performance gains; instead, other models cannot learn
long-distance structures better. With the persona knowledge, the
PLMs can receive extra signals to perceive the semantics meanings
of longer context.
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PersonaPrompt Templates
Optimal 

Templates 
[20 Continuous Prompt] Persona Knowledge: [Persona Knowledge] Context: [Context]
Argument: [Argument] The impact is <mask>

Templates 1 [20 Continuous Prompt] Persona Knowledge: [Persona Knowledge] Context: [Context]
Argument: [Argument] The impact of argument is <mask>

Templates 2 [20 Continuous Prompt] Persona Knowledge: [Persona Knowledge]. Context: [Context]
Argument: [Argument] The argument impact is <mask>

Templates 3 [20 Continuous Prompt] Presona Knowledge: [Presona Knowledge]. Context: [Context]
Argument: [Argument] Question: This argument is Impactful? Answer: <mask>

Templates 4 [20 Continuous Prompt] [Persona Knowledge] [Context][Argument] The impact is

<mask>

Figure 7: PersonaPrompt Template Searching. The “Optimal Tem-
plates” is the finalized and default optimal template for implement-
ing experiments to compare with extensive baselines.

Model Precision Recall F1

PersonaPrompt (Optimal) 64.35 62.11 62.95

PersonaPrompt (Template 1) 61.18 62.00 62.13
PersonaPrompt (Template 2) 63.65 61.41 62.25
PersonaPrompt (Template 3) 63.55 59.67 61.61
PersonaPrompt (Template 4) 60.45 61.51 60.98

Continuous Prompt Length (10) 62.48 61.55 61.73
Continuous Prompt Length (30) 62.93 61.32 61.67
Continuous Prompt Length (50) 63.72 61.48 62.32

Table 6: Performance of prompt engineering on the PersonaPrompt
(Flan-T5-base) in argument impact classification task. The upper part
is prompt template searching on various templates, and the details of
various templates are shown in Figure 7. The bottom part is the per-
formance of various continuous prompt lengths in PersonaPrompt.
The default continuous prompt length of our model is 20.

Prompt Engineering Furthermore, we conduct the discrete prompt
template searching and the parameter sensitivity on the continuous
prompt length. We perform the prompt template research on our
designed prompt template by replacing the discrete tokens, and all
prompt searching templates are enumerated in Figure 7. Our final-
ized optimal discrete template is "Optimal Templates" in Figure 7,
and all experiments conducted utilized this default template. The per-
formance is shown in Table 6, and our finalized optimal template
performs better than other templates, indicating the effectiveness of
our tailored discrete tokens in the prompt template. The continuous
prompt (i.e., learnable prompt tokens) length is another factor that
influences the performance of PersonaPrompt model. Hence, we im-
plement various prompt lengths of 10, 20, 30, and 50. The perfor-
mance is in Table 6, and the optimal continuous prompt length is 20,
which provides the best performance among all the prompt lengths
and is the default prompt length for implementing other experiments.
Adopting more prompt length than 20 on PersonaPrompt will not
significantly increase this task’s performance on various evaluation
metrics.

5.4 In-depth Exploring on Persona Knowledge

Are All Persona Dimensions Helpful Experiments are conducted
on all four dimensions of persona knowledge to verify the effective-
ness of each dimension. Based on the result presented in Table 7, it
can be concluded that the persona argument is the most essential di-
mension of the persona that contributes to the model performance.
For instance, as demonstrated in Figure 1, the computer science pro-
fessor persona instantiates low-level concepts such as memory man-
agement, hardware interactions, and performance optimization in
the argument, thereby providing extensive information to strengthen
their viewpoint on the debate topic for pre-trained language models
to undertake this task. Moreover, other dimensions also provide addi-
tional signals to help the pre-trained language models determine the
impact and persuasiveness of the argument.

Model Precision Recall F1

PERSONAPROMPT (W/O KNOWLEDGE) 59.19 ± 0.57 60.20 ± 0.67 59.29 ± 0.67
PERSONAPROMPT (W KNOWLEDGE) 64.35 ± 0.63 62.11 ± 0.36 62.81 ± 0.31

PERSONAPROMPT (R & S) 61.06 ± 0.86 61.38 ± 1.26 60.63 ± 1.34
PERSONAPROMPT (R & A) 61.54 ± 1.03 61.38 ± 1.20 61.26 ± 1.61
PERSONAPROMPT (R & C) 61.57 ± 0.77 60.70 ± 0.62 60.85 ± 0.29
PERSONAPROMPT (R & I) 62.29 ± 0.76 60.65 ± 0.78 60.79 ± 1.31
PERSONAPROMPT (R & A & S) 62.10 ± 0.88 62.98 ± 0.81 62.09 ± 1.25
PERSONAPROMPT (R & A & C) 61.07 ± 0.89 63.10 ± 0.85 61.67 ± 0.84
PERSONAPROMPT (R & A & I) 62.77 ± 1.22 62.26 ± 0.59 62.29 ± 0.12
PERSONAPROMPT (R & S & A & C) 62.74 ± 1.12 62.51 ± 0.82 62.44 ± 0.48
PERSONAPROMPT (R & S & A & I) 63.97 ± 0.83 61.94 ± 0.68 62.73 ± 1.13
PERSONAPROMPT (1 PERSONA) 61.18 ± 1.04 58.84 ± 0.79 59.58 ± 1.17
PERSONAPROMPT (2 PERSONAE) 61.03 ± 1.30 60.49 ± 0.64 60.60 ± 1.15
PERSONAPROMPT (3 PERSONAE) 61.62 ± 1.12 60.66 ± 0.92 61.05 ± 0.56
PERSONAPROMPT (4 PERSONAE) 62.50 ± 0.74 63.27 ± 1.06 61.98 ± 0.93
PERSONAPROMPT (5 PERSONAE) 63.98 ± 1.13 61.94 ± 1.01 62.67 ± 1.10
PERSONAPROMPT (CON) 60.33 ± 0.88 61.99 ± 0.89 61.05 ± 0.44
PERSONAPROMPT (PRO) 61.07 ± 0.90 60.73 ± 0.94 60.79 ± 0.62
PERSONAPROMPT (NEUTRAL) 63.15 ± 0.87 62.05 ± 0.96 61.95 ± 0.75

Table 7: The ablation study on persona knowledge on the argument
impact classification task. R, S, A, C, and I, represent role, stance,
argument, character, and intent.

Model Precision Recall F1

W/O KNOWLEDGE 59.19 ± 0.57 60.20 ± 0.67 59.29 ± 0.67
CONCEPTNET (TRIPLE) 60.20 ± 0.80 59.59 ± 1.13 59.46 ± 0.35
CONCEPTNET (LANGUAGE) 60.09 ± 0.82 61.08 ± 0.78 59.89 ± 0.75
BACKGROUND KNOWLEDGE 61.21 ± 1.22 60.59 ± 0.98 60.09 ± 1.10
PERSONA KNOWLEDGE 64.35 ± 0.63 62.11 ± 0.36 62.81 ± 0.31

Table 8: The performance of PersonaPrompt (Flan-T5-base) with var-
ious knowledge resources on the argument impact task. TRIPLE and
LANGUAGE correspond to the ConceptNet knowledge representation
forms in triple and natural language, respectively.

Influence of Persona Number To obtain a more profound compre-
hension of the effect of persona number on the model performance,
a series of experiments are designed with varying quantities of per-
sona, with results illustrated in Table 7. Generally, it is observed that
an increase in the number of personae leads to a corresponding in-
crease in the model performance, with noteworthy enhancement in
the 3.09% F1 score observed when five personae were employed as
opposed to 1 persona. However, the optimal PersonaPrompt (persona
knowledge) equipped with more than five personas does not observe
significant benefits, and it may result from the limited maximum se-
quence length of model input.

Are Stance Group Helpful To probe a deeper understanding of
the stance group of persona (i.e., PRO, CON, and NEUTRAL) con-
tributed to the performance, we divided the persona into three dis-
tinct groups and performed experiments with the same quantity of
persona in each group. To ensure a fair comparison, we opt for all
the persona knowledge within these three groups that possess similar
token lengths. Table 7 reveals an intriguing finding that the NEUTRAL

group outperforms the other groups. Specifically, the P-values for the
NEUTRAL group are 0.0286 and 0.0493 (paired student’s t-test, p <
0.05) against the PRO and CON groups. One rationale may be the
NEUTRAL group persona knowledge encoding more information or
signal on both sides instead of just a single side and their stances, as
illustrated by the example depicted in Figure 1.

5.5 Knowledge Type Comparison

We undertake a comparison of the generated persona knowledge
with the commonsense knowledge from ConceptNet and background
knowledge generated from ChatGPT to assess the exact contribu-
tion of persona knowledge and the effectiveness of different knowl-
edge on this argument impact classification task. ConceptNet [38]
is a widely used and traditional knowledge graph consisting of 42
relation types. By following the KAGNET method [25], we ground
the ConceptNet knowledge on the argument and context of the Kailo
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Figure 8: Attention visualization for fine-tuning (Flan-T5-base)
(Knowledge) on the example shown in Figure 1.
dataset. Furthermore, we crafted a prompt template, "Please list all
relevant background knowledge regarding the argument and con-
text," to generate the background knowledge from ChatGPT. After
receiving all retrieved knowledge, we substitute the persona knowl-
edge with the commonsense or background knowledge in our de-
signed input template shown in Figure 3. There are two representa-
tions of commonsense knowledge from ConceptNet, which are the
triple and natural language representing forms. The outcome is re-
ported in Table 8 and indicates that the ConceptNet knowledge does
not make a significant improvement on this task. The reason behind
this result may be the retrieval of much noisy and contextually ir-
relevant knowledge from the traditional knowledge graph that dam-
ages the model performance. This problem remains a challenging
research question [25], while our generated persona knowledge from
ChatGPT obtained a high human evaluation score on the relevance
aspect. Moreover, the persona knowledge model obtains a significant
performance gap against the background knowledge, and it evidences
the efficacy of multi-dimensional persona knowledge.

5.6 Attention Visualization

To further examine the impact of persona knowledge on this ar-
gument impact classification task, we display how the model (i.e.,
FINE-TUNING (FLAN-T5-BASE) (KNOWLEDGE)) assigns weight
to different input elements by using an attention visualization
tool [1], and the resulting visualization is shown in Figure 8. Inter-
estingly, the Self-taught Programmer contributes the highest weights
among all persona roles and even surpasses the weight contributed
by the context. A neutral persona and their argument seem to pro-
vide more information and weights to assist PLMs in determining
the class label, which is consistent with previous findings.

6 Related Work

Argument Persuasiveness Classification The study of computa-
tional argumentation has recently attracted more attention, which
uses corpora collected from web argumentation sources like the
CMV sub-forum of Reddit to assess the qualitative impact of argu-
ments [39]. There are many literature studies on the significance and
effectiveness of various aspects in determining persuasiveness, in-
cluding surface textual, social interaction, and argumentation-related
features [41], the characteristics of the source [11] and audience [9],
and the sequence ordering of argument [15], were studied and in-
vestigated. Apart from the aforementioned features, Durmus et al.
[12] turned to the pragmatics and discourse context in the analysis of
arguments. They conducted experiments to demonstrate that the his-
torical arguments are beneficial for the model performance to some
extent. Liu et al. [27] performed research on how the context and
dynamic progress of argumentative conversation affect comparative
persuasiveness in the debate process.

Knowledge Elicitation from Pre-trained Language Models Nu-
merous studies have demonstrated that Pre-trained Language Models
(PLMs) possess a substantial amount of knowledge implicitly stored
that can be accessed via conditional generation [33, 7, 17]. The giant
GPT-3 [4] showed that manually designed prompts can tailor gener-
ations for diverse tasks in few-shot scenarios and achieve competi-
tive results. Hence, prompt tuning methods can use these language
models to directly elicit knowledge to perform language understand-
ing [40] and commonsense reasoning [42]. Recently, ChatGPT has
exhibited its ability to assume various roles and perform tasks in dif-
ferent domains based on given instructions [8, 3, 32], especially in
simulating an open world and the persona roles [32]. Therefore, we
employ ChatGPT to emulate the audience of diverse backgrounds in
debates and utilize a prompt to inject persona knowledge into classi-
fiers.

7 Conclusion

This paper introduces a persona knowledge-aligned prompt tuning
method for tackling online debate argument tasks by utilizing audi-
ence persona knowledge. Our proposed framework elicits this per-
sona knowledge from a large language model (i.e., ChatGPT). To the
best of our knowledge, this is the first work that aligns persona infor-
mation into pre-trained language models via prompt tuning. The per-
formance of our model exhibits significant and consistent improve-
ment against competitive baselines. We hope our comprehensive dis-
cussions will provide valuable insights for communities in computa-
tional argumentation.

8 Ethics Statement

This paper presents a method to utilize generated audience persona
knowledge from ChatGPT to provide more signals to enhance the
model performance on two online debate tasks. All generated per-
sona knowledge reflects the selection and reporting biases [14] of
ChatGPT, which could sometimes be stereotypical and do not repre-
sent the views of the authors. However, we took the following steps
to mitigate this effect. Firstly, we design an explicit prompt to in-
struct the ChatGPT to generate optimistic attributes about personas,
which has been shown in prior work to reduce the toxicity of outputs.
Second, we performed the human evaluations on the 1,000 sampled
persona knowledge generated from ChatGPT and did not observe
any harmful and toxic language resulting from the ChatGPT fine-
tuned with the RLHF approach [5], which prevents ChatGPT from
generating harmful and toxic language without deliberate attacks [5].
Nevertheless, it is essential to acknowledge that none of these safe-
guards are perfect. We cannot guarantee that all generated persona
knowledge does not contain any undesired or harmful content, and
expert annotators may possess varying perspectives on what consti-
tutes toxic content.
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