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Abstract. Deep learning models are increasingly deployed on edge
Internet of Things (IoT) devices. However, these models typically
operate under supervised conditions and fail to recognize unseen
classes different from training. To address this, zero-shot learning
(ZSL) aims to classify data of unseen classes with the help of seman-
tic information. Foundation models (FMs) trained on web-scale data
have shown impressive ZSL capability in natural language process-
ing and visual understanding. However, leveraging FMs’ generalized
knowledge for zero-shot IoT sensing using signals such as mmWave,
IMU, and Wi-Fi has not been fully investigated. In this work, we
align the IoT data embeddings with the semantic embeddings gen-
erated by an FM’s text encoder for zero-shot IoT sensing. To utilize
the physics principles governing the generation of IoT sensor signals
to derive more effective prompts for semantic embedding extraction,
we propose to use cross-attention to combine a learnable soft prompt
that is optimized automatically on training data and an auxiliary hard
prompt that encodes domain knowledge of the IoT sensing task. To
address the problem of IoT embeddings biasing to seen classes due to
the lack of unseen class data during training, we propose using data
augmentation to synthesize unseen class [oT data for fine-tuning the
IoT feature extractor and embedding projector. We evaluate our ap-
proach on multiple IoT sensing tasks. Results show that our approach
achieves superior open-set detection and generalized zero-shot learn-
ing performance compared with various baselines. Our code is avail-
able at https://github.com/schrodingho/FM_ZSL_IoT.

1 Introduction

With the advancement of edge hardware accelerators, deep learning
is increasingly employed for IoT sensing tasks on edge devices, such
as Wi-Fi human sensing [29], sound event detection [26], and ac-
tivity recognition using motion sensor [22]. However, although deep
learning models show excellent performance in classifying samples
from a set of seen classes included in the training dataset, identifying
and classifying data samples from unseen classes using deep mod-
els trained under the supervised setting are challenging. To address
this, an intuitive solution is to include as many classes as possible
during training. However, unlike images, text, and audio, which hu-
mans can easily interpret, IoT data often lacks readability and re-
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quires costly labeling processes. Thus, IoT datasets usually contain a
limited number of classes. For example, most inertial measurement
unit (IMU)-based activity recognition datasets contain fewer than 20
activity classes [22], while the ImageNet contains 21,814 classes.
Zero-shot learning (ZSL) [16] is a promising learning paradigm
to address the aforementioned challenge. ZSL classifies data from
unseen classes with the help of semantic information that transfers
knowledge from seen classes to unseen ones. Previous studies rely on
manually-engineered attributes as semantic information for zero-shot
IoT sensing [23, 15], which are labor-intensive to design and difficult
to scale to complex datasets. Some works build semantic spaces us-
ing word representation models like Word2Vec [12, 24], BERT [26],
and GloVe [22]. The word vectors are automatically generated us-
ing large text corpus, e.g., Wikipedia. However, the text descriptions
may contain information unrelated to the target IoT task. In IMU-
based activity recognition, the training dataset may contain redun-
dant text about the IMU sensors and lack motion-related information
useful for activity classification. Thus, the word vectors may contain
task-irrelevant noise, causing a semantic gap between the IoT data
and word embeddings. The work in [22] constructs visual semantic
space using human activity videos for zero-shot IMU-based human
activity recognition, which may raise privacy concerns. In this work,
we aim to explore using foundation models, which are considered to
have a generalized understanding of the world acquired from diverse
and extensive training data, to generate more effective and contextu-
ally relevant semantic embeddings for zero-shot IoT sensing.
Foundation models (FMs) are large-scale deep learning models
pre-trained on vast data that serve as the foundation for various down-
stream tasks [32]. FMs trained on extensive text corpora exhibit re-
markable generalizability to a broad spectrum of new tasks, e.g.,
passing exams [1], code generation [14], and language translation
[17]. Large vision-language FMs embed images with language in-
puts in a joint semantic space using hundreds of millions of image
and text pairs, which achieve impressive zero-shot transferability to
downstream tasks like image recognition on unseen datasets [18, 21].
Inspired by this, recent research jointly aligns audio, depth, infrared,
and IMU data with the vision [8] and language [35] modalities, aim-
ing to extend the zero-shot capability of the vision-language FMs to
multiple modalities. These multi-modal FMs show excellent perfor-
mance in associating unobserved data pairs of existing modalities.
Recent research aligns IoT sensor signals to textual semantic fea-
tures generated by FMs for zero-shot [oT sensing. For example, the
work in [34] jointly aligns FM’s textual embeddings with multiple
IoT sensor signals, including video, LiDAR, and mmWave in a uni-
fied semantic space. It demonstrates FM’s ZSL capability in recog-
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nizing unseen class [oT data. However, this work is built upon large
quantities of multi-modal data samples where all modalities are pre-
sented together, which are expensive to acquire and impractical if
new modalities are to be added to the semantic space. EdgeFM [28]
leverages FMs for zero-shot sensing on resource-limited edge de-
vices. However, EdgeFM only supports the existing modalities of
FMs, including video, images, and audio.

This work aims to leverage FMs’ generalized knowledge for zero-
shot IoT sensing based on mmWave, IMU, and Wi-Fi signals by
aligning the IoT data embeddings with the semantic embeddings
generated by an FM’s text encoder. However, connecting IoT sensor
signals with semantic embeddings for effective ZSL is non-trivial.
First, IoT sensor signals typically follow certain physics principles,
which are strong supervision for effective prompt engineering to
generate robust semantic embeddings. To address this, we employ
cross-attention to combine a learnable soft prompt that is optimized
automatically using training data and an auxiliary hard prompt that
encodes domain knowledge. Second, given that the training only in-
volves seen class data, the ZSL model is easily biased to seen classes.
To address the bias problem, we propose using data augmentation
to synthesize unseen class IoT data for fine-tuning our IoT feature
extractor and embedding projector. Our approach works as follows.
We apply prompt engineering on class labels and use an FM’s text
encoder to extract their semantic embeddings as class prototype rep-
resentations. Meanwhile, we use an IoT feature extractor to extract
features from IoT sensor signals followed by an IoT embedding pro-
jector to project the features to the semantic space. During model
training, we use contrastive learning to align the class prototypes and
IoT embeddings. During zero-shot classification, we conduct open-
set detection to identify data of unseen classes and use FM to do
zero-shot learning. We evaluate our approach on multiple datasets in-
cluding MM-Fi (mmWave, Wi-Fi), USC-HAD (IMU), and PAMAP2
(IMU). Our approach achieves superior performance in open-set de-
tection and generalized zero-shot learning compared with various
baselines. This paper’s contributions are summarized as follows.

e To leverage the domain knowledge for zero-shot IoT sensing, we
propose using cross-attention to combine a learnable soft prompt
and an auxiliary hard prompt for effective prompt engineering.

e To eliminate the problem of unseen class [oT embeddings bias-
ing to seen class embeddings, we employ data augmentation and
open-set detection for generalized zero-shot [oT sensing.

e We evaluate our approach on multiple IoT datasets with IMU,
mmWave, and Wi-Fi data. The results demonstrate that our ap-
proach outperforms various baselines in both open-set detection
and generalized zero-shot learning.

2 Background and Related Work

Foundation Models (FMs) are general deep learning models that
are pre-trained on massive amount of data to support various down-
stream tasks such as chatbot [1, 17] and image recognition [18]. FMs
are extensively studied in natural language processing and computer
vision [32]. For example, ChatGPT is fine-tuned for conversational
tasks from the generative pre-trained transformer-based language
foundation models, e.g., GPT-3.5 [3] and GPT-4 [1]. CLIP [18] is a
vision-language foundation model that trains an image encoder and
a text encoder jointly aiming to predict the correct image-text pairs.
CLIP achieves zero-shot transferability to unseen image recognition
tasks after training on 400 million image-text pairs. More recently,
FMs are applied to other modalities, including audio, depth, IMU,

and infrared [8, 35]. These multi-modal FMs use transformer-based
encoders to extract embeddings of different modalities. Then, a joint
embedding space is learned via contrastive learning that aligns the
embeddings of different modalities with the embedding of a “bind-
ing” modality, i.e., vision or language. The learned joint embeddings
can be used for various tasks such as cross-modal retrieval, cross-
modal generation, and composing modalities with arithmetic. The
multi-modal FMs trained on different cross-modal data pairs, e.g.,
(image, text) and (image audio), can implicitly associate unobserved
data pairs, e.g., (audio, text), which is defined as emergent zero-shot
classification. Different from the existing works that focus on FMs’
zero-shot transferability on unseen datasets [18, 21] and unobserved
data pairs [8, 35], our work aims to investigate the zero-shot capa-
bility of FM characterized by the performance of generalizing to un-
seen object categories in classification tasks, which represents a more
practical scenario in [oT sensing tasks.

Zero-Shot Learning (ZSL) aims to classify data of unseen classes
with the help of semantic information containing knowledge about
both seen and unseen classes [16]. Traditional ZSL methods focus
on classifying data into unseen classes. A more realistic setting is the
generalized zero-shot learning (GZSL) that classifies data samples
of seen and unseen classes simultaneously. GZSL methods can be
categorized as embedding-based and generative-based. Embedding-
based GSZL [2, 11] learns a projection function from data feature
space to the semantic space. The goal is to map the data embeddings
belonging to the same class to the ground-truth label in the semantic
space. The embedding-based GZSL is easy to implement but is usu-
ally biased towards seen classes due to a lack of unseen class data fea-
tures during training. Generative-based GZSL [5, 25] trains a model
to generate synthetic features of unseen class data based on features
of seen class data and semantic information of both seen and un-
seen classes. The generated features of unseen class data can be used
to perform supervised learning, where a model is trained to classify
data samples of both seen and unseen classes. The generative-based
GZSL alleviates the biasing problem via synthesizing features of un-
seen classes. However, the generative models are unstable in training
and susceptible to model collapse issue.

Zero-Shot IoT Sensing. Some works use hand-crafted attributes
such as the movement of body or related objects and environment
to construct semantic information for zero-shot IoT sensing [23, 15],
which is labour-intensive and less scalable to large complex datasets.
To circumvent manual attribute engineering processes, some studies
utilize word vectors, which are numerical representations of words in
a continuous vector space extracted by word representation models
such as Word2Vec [12, 24], BERT [26], and GloVe [22], to construct
semantic space. The word vectors are extracted by capturing the se-
mantic relationships between words based on their contexts in large
text corpus. However, these vectors may include task-irrelevant noise
and may not directly suit the specific IoT sensing task. The work
in [22] proposes to construct visual semantic space using videos of
human activities for IMU-based zero-shot human activity recogni-
tion, which is shown to outperform the word vector semantic space.
However, collecting videos of human raises privacy concerns. A re-
cent work [34] jointly aligns multiple IoT data embeddings, includ-
ing video, LiDAR, and mmWave, with text embeddings extracted
from a vision-language FM, CLIP [18], for human activity recogni-
tion. With the unified semantic space, not only actions of seen classes
can be identified but also the actions of unseen classes can be recog-
nized by the closet textual embedding in the semantic space. How-
ever, this approach requires joint training on a self-collected multi-
modal aligned dataset, which has limited usability in reality if addi-
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Figure 1.

Approach overview. In §4.1, we use cross-attention to combine the soft and hard prompts to generate class prototypes. In §4.2, we use a feature

extractor followed by an embedding projector to generate IoT embeddings. During model training in §4.3, we use supervised contrastive learning to align the

class prototypes and IoT embeddings. We then use data augmentation to synthesize unseen class data for fine-tuning the IoT feature extractor and embedding

projector. During zero-shot classification in §4.4, we first extract the IoT embeddings of input data for open-set detection. Then, the samples detected as seen
class will be classified by the specialist model on edge devices. The samples detected as unseen will be uploaded to the cloud for zero-shot classification.

tional sensor modalities are to be added to the system. EdgeFM [28]
is an edge-cloud cooperative system that achieves zero-shot recogni-
tion capability on resource-limited edge devices by leveraging FMs
on the cloud for selective knowledge query. However, the zero-shot
capability is only demonstrated on the existing modalities of FMs, in-
cluding video, images, and audio. To this end, the potential of lever-
aging FMs’ generalized knowledge for zero-shot sensing using IoT
signals such as mmWave, IMU, and Wi-Fi, which are not covered by
the supported modalities of existing FMs, is still under-explored.

3 Problem Formulation

We target a deep learning-based IoT sensing task enabled by an edge-
cloud cooperative system that contains the following components.

o Edge Devices host a small-scale specialist deep neural network
(DNN) f(-), which can classify a limited set of seen classes S =
{cz}Ne,. The f(-) is trained under supervised setting using a seen

train set D° = {(x5,y§)}Nrein € X x S, where x§ € R? is the
raw 10T data, y; is the ground-truth label, and X denotes the IoT
data space. The input test data may include not only samples from
known seen classes but also samples from novel unseen classes,
denoted by D'*t = {x'}Ntest € x,

e Cloud Server runs a large foundation model (FM) ®(-), which
possesses general knowledge learned from web-scale training data
and has the potential of zero-shot classification on unseen class
data. The cloud maintains a list of interested unseen classes out-
side the set of seen classes .S, denoted by U = {c}' f-V:“l, where

S NU = (. Note that U/ can be specified by users or include the

commonly seen classes in the IoT sensing task.

The primary goal is to effectively (1) detect data sample of unseen
classes x* from D'®** fed to the specialist DNN f(-) on the local
edge devices and then (2) leverage the cloud’s FM ®(-) to perform
zero-shot classification by assigning correct label y* € U for the
detected data of unseen classes. Note that an alternative way is to
upload all the data to the cloud’s FM for classification. However, in
§5.5, we will demonstrate that having the detection step alleviates

the GZSL biasing problem. Such a cooperative system is common in
IoT applications such as healthcare monitoring, autonomous driving,
and AR/VR gaming. To achieve the goal, given an incoming IoT
data sample, we first extract its IoT embedding and conduct open-set
detection to determine whether the sample belongs to a seen class or
unseen class, both on the edge. If it is detected as a seen class sample,
we use the local specialist DNN to give prediction. Otherwise, if the
sample is considered as unseen class data, we upload it to the cloud’s
FM for zero-shot learning.

4 Methodology

The overview of our approach is shown in Fig. 1, which consists
of the class prototype extraction, IoT embedding extraction, model
training, and zero-shot classification modules.

4.1 Class Prototype Extraction

In ZSL, class prototypes encapsulate the essential characteristics of
each class in the semantic space. During inference, the similarity be-
tween the data embedding and each class prototype is measured to
determine the sample’s class. In this work, we utilize the text encoder
of the vision-language FM, CLIP [18], to extract class prototypes
from task-specific hints, namely prompt. Prompt can be engineered
in the form of hard prompt, which is natural language instructions,
or soft prompt, which is continuous, learnable vector representations.
The hard prompt can integrate domain expert knowledge but needs to
be manually engineered. The soft prompt can be automatically fine-
tuned to adapt to various tasks but is not human-interpretable. To
combine the advantages of both, we propose to use cross-attention to
fuse the soft and hard prompts to generate effective and comprehen-
sive class prototypes.

Learnable Soft Prompt. The default prompt in CLIP is con-
structed by plugging the class name into a pre-defined prompt tem-
plate, i.e., “a photo of {class name}”. However, such a fixed prompt
is difficult to adapt to downstream tasks. Because CLIP’s default
prompts tend to gather together in the semantic space, which is un-
favorable for data-text alignment [33]. To address this and avoid la-
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borious manual prompt engineering, we learn a soft prompt end-to-
end from training data, aiming to align the text embedding with IoT
data embedding. We follow the work in [33] and place the class to-
ken in the middle of the prompt. For each class c, the learnable soft
prompt fed to the pre-trained CLIP’s text encoder ®rex(+) is repre-
sented by p'(c) = @®(li, ..., CLIPtokenizer[c], ..., 1ar), where @ is
the concatenation operation, 1;, (¢ = 1 - - - M) denotes the i-th learn-
able token vector, and c is the class name, e.g., “walking forward”.
The learnable prompt is optimized over the training data using the
loss defined shortly in Eq. 1. The extracted learnable text embedding
t!(c) = ®rext(p'(c)) has the same dimension as the IoT data embed-
ding. The learned prompt token vectors 1;, (¢ = 1 -+ M) are shared
for all classes, which are task-specific. The detailed soft prompt ex-
amples can be found in the full version of this paper [27].

Auxiliary Hard Prompt. The learnable soft prompt provides task-
specific context by aligning the text embedding with the [oT data em-
bedding in the semantic space. Meanwhile, IoT data is usually char-
acterized by certain physics principles, which can be leveraged as
a strong supervision for prompt crafting. For example, Fig. 2 shows
that the data samples of two classes in the USC-HAD [31] dataset ex-
hibit different patterns, which can be utilized to easily distinguish the
data of the two classes. To leverage the physics principles governing
the generation of the IoT sensor signals, we further use a hard prompt
to give auxiliary class-specific information for constructing semantic
embeddings. To automate the process, we use a state-of-the-art large
language model (LLM), GPT-3.5 [3], to generate class-conditional
descriptive text and fine-tune the text manually. For an IoT sensing
task, we first feed the list of all classes to the LLM. Then, for each
class ¢, we query the LLM: “What are the important attributes and
features to distinguish class ¢ from all the other classes?”’. We then to-
kenized the answer to derive the auxiliary hard prompt p®(c), which
will be fed to CLIP’s text encoder to derive the auxiliary text embed-
ding t*(c) = Prext(p?(c)), which has the same dimension as the IoT
embeddings. Fig. 2 shows some example answers generated by GPT.

Cross-Attention for Combining Prompts. To leverage the ad-
vantages of both the learnable soft prompt and auxiliary hard prompt,
we combine the text embeddings of the two prompts using the cross-
attention [4], which is an attention mechanism for fusing two dif-
ferent sequences. In particular, we set t* as the key input, denoted
by K, and t! as the query and value inputs, denoted by Q and V,
respectively. The idea is to compute the attention weights between
the query and key inputs, which embed the useful class-specific con-
text information from t“, and then use the weights to aggregate
the value input t'. Specifically, Q = pq(t!), K = px(t*), and
V = pv(t'), where pin(-),(m € {Q,K,V}) is a single-layer
fully-connected neural network. p,, (-) is optimized over the train-
ing data on the loss defined shortly in Eq. 1. The attention weights

T . . .
QK_ ), where dx is the dimension
K

are computed by A = softmax (

of K. The output embedding, denoted by t = AV, is the class proto-
type. The semantic space is formed by the set of all class prototypes

T=A{t(c)|ce SUU}.

4.2 IoT Embedding Extraction

For each input IoT data x;, we first use a feature extractor ;(-) to
extract its features h; = u(x;). The feature extractor x(-) can be a
commonly-used encoder like CNN, ResNet, and Transformer, which
is decided by the IoT sensing modality. Then, we use an embedding
projector g(-) aiming to project the 10T features h; into the shared
semantic space for alignment with class prototypes and derive the
IoT embeddings e; = g(h;).

4.3  Model Training

We freeze the text encoder of CLIP @ () and conduct model train-
ing under the supervised contrastive learning strategy, which trains
the models to distinguish between similar (positive) and dissimilar
(negative) data sample pairs. This allows us to learn effective repre-
sentations by maximizing the distance between different classes and
minimizing the distance within the same class [10].

Supervised Contrastive Learning. First, we jointly train the
learnable soft prompt p', pi(+) in the cross-attention module, IoT
feature extractor u(-), and IoT embedding projector g(-) on the seen
train set D* using a supervised contrastive loss. Within a batch of
randomly sampled data {(x;, yf)}fV:B1 from D?, the positive pairs
contain (1) two IoT data samples belonging to the same class and
(2) an IoT data sample and its class label text. The negative pairs
consist of (1) two IoT data samples belonging to different classes;
(2) an IoT data sample and a class label other than its own; and
(3) two different class labels. The loss pulls together embeddings of
positive pairs while pushing away the embeddings of negative pairs.
Leti € I = {1--- N} be the index of the data in a train batch.
Let Nt represent the number of distinct classes in the batch and
j € J = {1---Nr} be the index of distinct classes. We define
the supervised contrastive loss as:

E:Zﬁi

el

—1
- . - ot
Z(|P<z‘>+1| (Ze e/Tte ”T)
iel PpEP(7)

)]
—|—10g( Z exp (e - eq/T)

a€A(i)

+ > (exp(es - tn/7) +exp (t; .tn/T))»,

neN(5)

where, for each IoT data sample x;, e; is its IoT embedding, t; is
its corresponding class prototype, A(i) = I\{i}, N(j) = J\{j}.
P@i) = {p € A(Y) : yp = yi}, and T is a positive temperature
scalar.

Data Augmentation for Fine-Tuning. During the model training
on D? described in the previous paragraph, the IoT feature extrac-
tor and embedding projector are only trained on data of seen classes.
Consequently, the IoT embeddings of unseen classes are biased to the
seen ones, and thus, the data samples of unseen classes may easily
be classified as seen ones. To address this bias problem, we propose
to train a generative model under the Generative Adversarial Net-
work (GAN) setting to synthesize data samples of unseen classes.
The goal is to derive more robust IoT embeddings by fine-tuning
the IoT feature extractor and embedding projector using the aug-
mented unseen class data. Given the train set D, we learn a con-
ditional generator G(-) that takes as input the class prototype t(y)
and a random Gaussian noise vector z, aiming to output the syn-
thesized IoT data x € X of class y. Note that the class prototype
t(y) is generated by the frozen text branch. To achieve this goal,
we modify the loss in [25] and define the data augmentation loss as:
Lpr = Lwean + LcLs. Speciﬁcally, Lwean = ]E[D(Xat(y)” -
E[D(%, t(1))] — €E [ (I V2D 6())1l, — 1)°] where D(:)is the
discriminator, x is the real data, x = G(z,t) is the generated data,
%X = ax + (1 — a)x with a ~ U(0, 1), and £ is the penalty coef-
ficient. Lcs = —E[log Pr(y | %;0)] is the classification loss com-
puted by a linear softmax classifier parameterized by € that is pre-
trained on D?. The generator is trained by optimizing the objective:
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Given a class list ["Walking Forward", ..., "Jumping Up"], what are
the important attributes and features for distinguishing each
human action from other actions?

For distinguishing each human action in the loT scenario, various
attributes and features can be considered. Here's a dictionary that
describes the important attributes and features for each action:

action_features = {
______ }"Walking Forward":
H direction. Speed is consistent but slower than
running. Characterized by alternating movement of
left and right legs.",

"Linear movement in the forward

"Jumping Up": "Vertical movement upwards without
R I { forward motion. Characterized by both feet leaving
the ground simultaneously and arms usually
swinging upwards."

)

Figure 2. Visualization of two data samples from an IMU activity recognition dataset [31]. X, Y, and Z axes are aligned with gravity, walking direction, and

perpendicular to walking direction, respectively. The data sample of class “walking forward” has around zero values in the Y-axis of the accelerometer reading,

indicating a constant speed along the walking direction. The data sample of “jumping up” has large positive values in the X-axis of the accelerometer reading,
indicating vertical movements upwards. The patterns of the samples are characterized by the generated descriptive text.

ming maxp Lpa. The generator G(-) aims to fool the discriminator
D(-) by generating IoT data that are considered as real, while the
discriminator D(-) aims to distinguish real data from the synthesized
one. After G(-) is trained, we use it to generate a synthesized train
set of unseen classes D*"9 = {(X}', y; )}évzal“g € X x U and use it
to fine-tune the IoT feature extractor and embedding projector using

the loss defined in Eq. 1.

4.4  Zero-Shot Classification

As outlined in §3, we decompose the zero-shot classification into
two steps. The first step is to identify unseen class data, i.e., open-set
detection, on the local edge devices. The second step is to conduct
zero-shot learning using the FM located on the cloud.

Open-Set Detection is a binary classification problem to identify
whether a data sample belongs to seen or unseen classes. Inspired by
the work in [20], we develop a distance-based method for open-set
detection. First, based on a train set D*, we cluster the IoT embed-
dings of all data samples based on their classes and denote these
clusters by { £} N+, where Ny is the number of seen classes. Each
class cluster E}, (i = 1--- N;) consists of a set of IoT embeddings
{ei,; };y:"'l, where N; is the number of data samples in E;. For an
input data sample x**' € D'***, which may belong to either seen or
unseen classes, we compute the Euclidean distances between its [oT
embedding e and the IoT embeddings in each class cluster E as
dij = ||€ — e;jll2,€:; € E;. We sort d; ; to obtain the k;-th
smallest distance for each cluster, denoted by dl(-ki). We use a sim-

ple threshold-based criterion on dz(-k” to determine whether the input
sample belongs to seen or unseen classes:

N
Q5 ki) =Y 1[d{") < A, 6)
U =0
Sopen (Xlesl) — nseen, Q , (3)
Seen, @ > 1

where 1| - | is the indicator function and ); is the class-specific dis-
tance threshold that is decided empirically by correctly associating a
high fraction of seen class data samples to their corresponding class
clusters using a validation set. If the value of ) equals 0, it indicates

that the test sample does not belong to any seen class clusters and
should be considered as unseen. If the value of () > 1, it means that
the test sample can be associated with at least one seen class cluster
and should be considered as seen.

Zero-Shot Learning. For a detected “unseen” test sample x*
with ToT embedding €%, we upload it to the cloud’s FM for zero-
shot learning. Specifically, we compute the similarity scores, i.e., dot
product, between e and all the class prototypes in {t(c}'), c¥ €
U}. Then, the class with the highest similarity score is the predicted
label % for x%:

7 = argmax(e - ¢(c!)"),
ctevu

“

5 Evaluation
5.1 Datasets

We evaluate our approach on multiple IMU, mmWave, and Wi-Fi
datasets that are commonly used in IoT sensing tasks as follows.

USC-HAD [31]. The USC Human Activity Dataset is an IMU
dataset of 12 different daily activities collected from 14 human sub-
jects. By sampling it with a 1.28-second window and a 50% over-
lap rate, we obtain 42,708 samples, each consisting of 1.28-second
3-axis accelerometer and 3-axis gyroscope readings. We divide the
activities into 9 seen classes and 3 unseen classes.

PAMAP2 [19]. The Physical Activity Monitoring Dataset consists
of 12 daily activities by collecting IMU data following a protocol
from 9 subjects. We divide the activities into 9 seen classes and 3
unseen classes. We adopt a 1.71-second sliding window with a 10%
overlap rate to extract 4,178 samples.

MM-Fi [30]. The MM-Fi dataset is a multi-modal wireless hu-
man sensing dataset consisting of 1,080 consecutive sequences with
over 320k synchronized frames from five sensing modalities. We
adopt the Wi-Fi and filtered mmWave sub-datasets in environment
4 from the MM-Fi. We resample mmWave and Wi-Fi data using 1-
second and 0.6-second sliding windows with 10% overlap, respec-
tively, yielding 27,337 mmWave samples and 8,748 Wi-Fi samples.
For both mmWave and Wi-Fi, we split the 27 activity classes into 22
seen classes and 5 unseen classes.

We adopt a K-fold evaluation strategy to split each dataset into
seen classes and unseen classes. For USC-HAD and PAMAP2, we



3810 D. Xue et al. / Leveraging Foundation Models for Zero-Shot IoT Sensing

randomly select 3 unseen classes in each of K=4 folds. For mmWave
and Wi-Fi, we randomly select 5 unseen classes in K =5 folds. For
the seen class data samples, we divide them into training, validation,
and test sets with a ratio of 8:1:1. The validation set is used to tune
the parameters like A;. The test set has equal number of seen class
and unseen class data samples.

5.2 Implementation Details

We use Pytorch to implement our approach. We use Vision Trans-
former as the IoT Feature Extractor for all modalities. For class
prototype extraction, we use GPT-3.5 to generate auxiliary hard
prompts. The text encoder is adopted from the frozen CLIP text
encoder with ViT-B/16 backbone. The supervised contrastive loss’s
temperature parameter 7 is set to 0.2. For data augmentation, the
random Gaussian noise vector z follows a normal distribution N/ ~
(0,1), and the penalty coefficient ¢ is set to 10. During training, the
optimization is performed via the Stochastic Gradient Descent with
Momentum (SGDM) algorithm. The learning rate is 0.001 and the
batch size for training is 64. In open-set detection, the k; is set to
0.08 x N;. The threshold J; is set to a number that guarantees a large
percentage of seen data in validation set can be successfully classi-
fied. This percentage is set to 80% for USC-HAD, PAMAP2, MM-Fi
(Wi-Fi), and 75% for MM-Fi (mmWave). All results are obtained by
calculating the mean and variance on all splits for each dataset.

5.3 Open-Set Detection Performance
5.3.1 Baselines and Evaluation Metrics

‘We consider the following open-set detection baselines.

MSP [9] measures the maximum softmax probability generated
by a model trained on the seen class data using cross-entropy loss to
detect unseen class data. For the MSP baseline, we adopt the Vision
Transformer as model architecture.

KNN [20] computes the k-th nearest neighbor distance between
an input image feature and the training set for unseen class data de-
tection. The images are augmented, e.g., by adding Gaussian noise,
for supervised contrastive learning in KNN. In the KNN baseline,
we augment the [oT data also by adding noise and use supervised
contrastive learning to extract [oT embeddings.

MCM [13] measures the distance between an input image feature
and its closest label embedding, both directly generated by a large
vision-language FM, for unseen class data detection. For the MCM
baseline, we replace the image features with our IoT embeddings
and use the prompt template "The human action of [CLASS]" for
text encoding.

For all open-set detection baselines, we set the detection thresholds
and parameters using the same strategy as our method.

To evaluate the performance of open-set detection, we employ the
weighted precision, recall, and F1 score.

5.3.2 Results

In Table 1, we can see that our approach achieves the best open-
set detection performance compared with all baselines on all three
modalities’ datasets. In detail, our approach outperforms the tra-
ditional softmax-based method MSP because the supervised con-
trastive loss can help our model obtain more distinguishable IoT em-
beddings than the cross-entropy loss in MSP. The KNN method per-
forms worse than ours. This is because the image augmentation used

by KNN for supervised contrastive learning, e.g., adding noise, can-
not be directly applied to IoT data. Differently, our approach aligns
text embeddings with IoT embeddings using supervised contrastive
learning and achieves more generalized IoT embeddings. Our ap-
proach performs better than MCM since the MCM only takes hard
prompts to generate text embeddings, which is undesirable for align-
ing IoT embeddings of different tasks with text embeddings.

Dataset Method Performance
Precision Recall F1 score
MSP 72.1+£0.1%  71.9+£0.1%  71.8+0.1%
MM-Fi KNN 68.9£0.0% 68.5+0.1%  68.4+0.1%
(mmWave) MCM 70.8+0.2%  70.5+0.3%  70.4+0.3%
Ours 73.5+0.1% 73.2+0.1%  73.0+0.1%
MSP 69.4+03%  68.6+0.4%  67.8+0.6%
KNN 77.8+0.1%  77.7£0.1%  77.7+0.1%
USC-HAD MCM 66.8+1.2%  65.7£1.3% 64.1x1.7%
Ours 79.2+03%  78.9+0.3%  78.8+0.3%
MSP 87.6+0.1%  87.0£0.0%  87.0+0.0%
KNN 88.7+0.1%  87.7x0.1%  87.6+0.1%
PAMAP2 MM 81403%  81.1202%  81.10.2%
Ours 89.6+0.0%  88.0+0.0%  87.9+0.0%
MSP 772+0.1%  77.0£0.1%  77.0+0.1%
MM-Fi KNN 58.1+0.1%  56.5+0.1%  54.0+0.1%
(Wi-Fi) MCM 74.0£0.1%  73.6£0.1%  73.4+0.1%
Ours 774+0.0% 77.3+0.0%  77.3+0.0%
Table 1. Open-set detection performance.

5.4 Zero-Shot Classification Performance
5.4.1 Baselines and Evaluation Metrics

We consider the following baselines for evaluating the GZSL perfor-
mance of our approach.

ALE [2] measures the compatibility of image features and class
label embeddings in the Euclidean space for ZSL.

DCN [11] uses a Deep Calibration Network to map image features
and class prototypes to a common embedding space for ZSL.

BERT [7] We replace the frozen CLIP text encoder in our ap-
proach with the pre-trained BERT to process the prompt template as
a baseline.

f-CLSWGAN [25] uses an attribute conditional feature generating
adversarial network to generate CNN features of unseen classes for
ZSL.

FREE [5] learns a visual feature generator jointly with a feature
refinement module for ZSL.

ALE, DCN, and BERT are embedding-based methods, while f-
CLSWGAN and FREE are generative-based methods. We replace
the image features with IoT embeddings in all the above methods as
baselines.

We evaluate the performance of GZSL using the following met-
rics. We measure the percentage of correctly classified seen and un-
seen class data samples, i.e., seen class accuracy ACCs and unseen
class accuracy ACCy, respectively. Note that these accuracies are
the weighted average across all seen/unseen classes. We also com-
pute the harmonic mean [16], which is a conventional metric to mea-
sure the inherent biasness of a GZSL method with respect to the seen
classes:

2 x ACCs x ACCy
ACCy = 5
H ACCs + ACCy )
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A lower ACCpy means that the unseen class accuracy ACCy, is lower
than seen class accuracy ACCsg, indicating that a GZSL method is
biased towards the seen classes.

5.4.2 Results

As shown in Table 2, our approach achieves the best ACCy and
ACCp on all datasets compared with all baselines. Although some
baselines have higher ACCs, it is impractical to only consider seen
classes since recognizing both seen and unseen classes is critical
for most IoT sensing tasks. Specifically, our approach outperforms
embedding-based approaches ALE, DCN, and BERT on ACCy be-
cause we construct better text embeddings by using cross-attention
to integrate soft prompt and hard prompt while using contrastive
loss to make text-IoT embedding alignment more accurate and ro-
bust. Moreover, these methods are trained only with uni-modal tex-
tual data, whereas the CLIP text encoder is trained from multi-modal
data of both images and text, which generates more effective text
embeddings for data-text alignment [6]. Compared with generative
methods f~-CLSWAGAN and FREE, our approach still achieves su-
perior performance. The generative methods’ results on small-scale
IoT datasets are less satisfactory because their performance relies on
a large amount of training data. For our approach, in addition to using
the generative model for synthesizing unseen class data to alleviate
the biasing problem, the open-set detection also helps our method
further classify the seen and unseen data correctly.

Dataset Method Performance
ACCs ACCy, ACCy;
ALE 86.5¢0.1% 0.01£0.0%  2.040.0%
MM.-Fi DCN 67.0413%  302413%  40.320.9%
(mmWave) BERT 71.840.0%  36.940.6%  48.340.5%
f.CLSWGAN ~ 772403% 29.740.5%  42.3+0.4%
FREE 87.740.1% 253%0.8%  38.3+1.1%
Ours 73340.0%  40.4+0.5%  51.740.3%
ALE 925¢00%  0.6£0.0%  1.120.0%
DCN 56.6432%  37.1+1.5%  43.3+1.1%
USC-HAD BERT 74920.1%  41.6213%  52.240.7%
f-CLSWGAN  81.3%0.5% 29.243.5%  39.544.9%
FREE 90.940.1%  14.040.6% 23.2+1.6%
Ours 73.140.5%  548+1.8%  61.140.7%
ALE 70.143.9%  12.141.9%  15.53.6%
DCN 422409%  331202%  36.720.3%
PAMAP2 BERT 74750.0%  49.940.7%  59.3+0.0%
f-CLSWGAN  92.4402% 27.841.1%  41.7+1.5%
FREE 87.7403%  372402%  52.140.2%
Ours 74.640.1%  S3.7404%  62.120.2%
ALE 52246.0%  9.5£0.5%  11.840.5%
MM.-Fi DCN 60.1418%  18.7402%  28.2%0.4%
(Wi-Fi) BERT 62.540.0% 29.540.5%  39.5+0.5%
f.CLSWGAN  84.7400%  6.2%0.1%  11.420.1%
FREE 80.040.1%  30.4%03%  43.6£0.3%
Ours 75.140.0%  35.3+0.5%  47.6+0.4%

Table 2. Generalized zero-shot learning performance.

5.5 Ablation Study

To analyze the effectiveness of the prompt engineering, open-set de-
tection, and data augmentation modules, we conduct ablation studies
to remove one of the components. The results are shown in Table 3.

Prompt Engineering. To demonstrate that prompt engineering
brings improvement to GZSL, we remove it by replacing the prompt
engineering part with a fixed prompt template, "The human action of
[CLASS]". As shown in Table 3, we can see that there is an accuracy
drop in ACCy, and ACCp by disabling the prompt engineering. The
prompt engineering provides tailored text embeddings by integrat-
ing the soft prompt and hard prompt, helping the model to align text
embeddings and IoT embeddings, resulting in better GZSL results.

Open-Set Dectection. To validate the effectiveness of open-set de-
tection, we remove it and directly match the IoT embeddings with all
seen and unseen text embeddings. The class label with the largest
matching score will be the classification result. As shown in Table
3, although there is an increase for ACCs, the ACCyy and ACCx
experience a huge decline by removing the open-set detection. This
is because the open-set detection helps the model eliminate the bias
problem in GZSL, leading to classifying more unseen data correctly.

Data Augmentation. To investigate the effectiveness of data aug-
mentation, we remove the step of fine-tuning the model using syn-
thetic data. From Table 3, we can observe that by using data augmen-
tation, the ACCy, is improved since the synthetic unseen data helps
the model to reduce the bias problem of unseen loT embeddings.

Dataset ~PE. 0OS. D.A. Performance
ACCs ACCy, ACCy
v/ 60.0:0.1% 38.1404%  464£0.2%
MMFi v v/ 88.6£0.0% 84%0.1%  15.0405%
(mmWave) v V 72.0£00%  39.8£02%  51.1%0.1%
Vo v/ T33500% 404:05%  51.7:03%
v/ / 748502% 403+30% 49.9+1.5%
v /o 38LI1%  141:09%  22.8+1.7%
USCHAD 73.1203%  513+1.1%  59.5+0.5%
Vv v T31205% 548+18%  61.1:0.7%
v/ 735:0.1% 53.1209%  61.2£0.4%
v v 929802%  77409%  12.942.1%
PAMAP2 o, 747401%  52.7402%  61.640.0%
Vv / TA6501% 537:04%  62.1:02%
v/ 656501% 31.6603% 42.1202%
MMFi v v/ 800£02% 102:0.1%  17.740.5%
(WicF) v/ 748+00% 344204%  46.7404%
Vv v 751200% 353:05%  47.6+04%

Table 3. Ablation study. P.E. indicates prompt engineering, O.S. represents
open-set detection, and D.A. is the data augmentation.

6 Conclusion

In this work, we have explored the potential of foundation models
(FMs) for zero-shot IoT sensing. We leverage the generalized knowl-
edge encoded in FMs and employ novel techniques to bridge the se-
mantic gap between loT data and text embeddings. Cross-attention
is utilized for effective prompt engineering and data augmentation
to mitigate bias. The evaluation has demonstrated the superior per-
formance of our approach compared with existing baselines in both
open-set detection and generalized zero-shot learning tasks across
USC-HAD, PAMAP2, MM-Fi datasets of IMU, mmWave, Wi-Fi
modalities. Future research includes exploring the integration of ad-
ditional modalities and adaptability of our approach to different IoT
sensors and applications. Besides, investigating the explainability
and interpretability of FM-based zero-shot IoT sensing would be
valuable for understanding the decision-making process.
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