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Abstract. Cross-Document Event Coreference Resolution (CD-
ECR) is a task of grouping event mentions across multiple docu-
ments that refer to the same real-world events. In contrast to within-
document event mentions, which are linked by rich, coherent con-
texts, cross-document event mentions lack such contexts, making
it challenging for the model to establish a connection between two
event mentions in different documents. To address this issue, we pro-
pose a novel mechanism of enhancing discourse coherence to boost
CD-ECR. Specifically, we introduce a new task, ECD-CoE (Event-
oriented Cross-Document Coherence Enhancement), which selects
coherent sentences that form a coherent text for two cross-document
event mentions. We then use this coherent text to represent the event
mentions and resolve coreferent events. Experimental results on both
the ECB+ and GVC datasets indicate that our proposed method out-
performs several state-of-the-art baselines.

1 Introduction

Event coreference resolution (ECR) aims to group together multiple
event mentions that refer to the same real-world event into the same
event cluster. This task is of increasing importance as it benefits many
downstream tasks in natural language processing (NLP), such as in-
formation extraction [42], topic detection [37], and question answer-
ing [35]. ECR can be further divided into within-document (WD-
ECR) and cross-document (CD-ECR) event coreference resolution
depending on whether the event mentions are in the same document.
This paper focuses on the cross-document task.

Events mainly consist of triggers and arguments ( entities involved
in an event). Since triggers are the main words that can most clearly
express the occurrence of events, each event mention (a phrase or
sentence within which an event is described) can be represented as
its corresponding trigger. Consider the following two event sentences
S1 and S2 as examples.

S1: An allegedly intoxicated driver who tried to flee after striking
and fatally injuring a woman in Queens has been charged in her
murder. (D1)

S2: Police say a 59-year-old woman died after being struck by a
vehicle in Queens Friday night. (D2)

The event triggers of S1 in the document D1 and S2 in the doc-
ument D2 are “striking” and “struck”, respectively. Although these
two triggers have different forms, they both refer to the same event
ontology. Therefore, “striking” in S1 and “struck” in S2 have a coref-
erence relation and can be aggregated to form a coreferent chain.
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Document D1:

(T1)Smith, 26, who played a young political 

researcher in the show, will become the biggest star 

of all after {winning}e1 the role of the 11th Doctor.

(T2)Speaking to The Guardian, Buchan said his old 

co-star would make an excellent Doctor Who.

(T3)``It's a sublime bit of {casting}e2. He's got that 

huge hair, a twinkle in his eye - Matt's the king of 

geek chic. He is possibly going to be one of the best 

Doctors we've ever had.''

Document D2:

(T4)26-year-old Matt Smith has been cast as the 

next incarnation of the Doctor. Users on the 

Facebook Doctor Who forum that I frequent mostly 

had the same reaction : `` Who 's Matt Smith ? ''

(T5)The guy is relatively unknown and the skeptics 

wondered if the right person was {chosen}e3 .

Figure 1. Examples of with-document and cross-document event
mentions.

WD-ECR researchers typically model ECR as a pairwise similar-
ity problem and begin by utilizing pre-trained language models (e.g.,
Xu et al. [40] and Liu et al. [26]) to encode event mentions and their
contexts. In addition to the event mentions itself, its coherent con-
texts can establish a connection between the event mentions, which is
a critical cue for ECR. In this mode, the encoder can more easily un-
derstand coherent document content. This improves the model’s abil-
ity to comprehend event contexts and mine relations between event
mentions, ultimately aiding in the resolution of coreferent events.

However, there is a significant disparity between WD-ECR and
CD-ECR. There is no direct textual connection between the event
mentions derived from different documents, while the within-
document event mentions can be linked by the text between them.
As shown in Figure 1, the within-document event mention pair (e1,
e2) is bridged by the text T2, while there is no text between the cross-
document pair (e1, e3). Hence, for the candidate coreferent pair (e1,
e2), it is easy to understand their document D1 and accurately extract
event mention features to predict whether they are coreferent due to
the bridge text T2 makes the whole text [T1, T2, T3] more coherent
according to the discourse coherence theory [17, 19]. However, the
cross-document instances, such as (e1, e3), cannot benefit from this
due to the nonexistence of coherent text between their contexts. This
issue is ignored in previous work.

To address the above issue, we aim to enhance the discourse coher-
ence among cross-document event mentions. According to discourse
coherence theory [17, 19], coherent discourse lightens the burden of
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Figure 2. The high level overall framework of our CD-ECR model.

comprehension and enhances the likelihood of being understood. As
a result, successive sentences should convey a high degree of over-
lapping information, including entities, which are an important com-
ponent of events. Moreover, the cross-document event mentions ex-
hibit gaps in the different ways and perspectives of event description
from various describers. This gap amplifies the difference between
two cross-document event mentions, which is not conducive to the
CD-ECR task.

In this paper, we select a text T that overlaps information from two
cross-document event mentions ei in the document D1 and ej in D2,
and then insert T between these two documents or event mentions to
form a new coherent text C (i.e., [D1, T, D2] or [ei, T, ej]). Thus, our
CD-ECR model can benefit from the coherent text C when predicting
the coreference relation between two cross-document event mentions
ei and ej .

To achieve this goal, we introduce a new task called Event-
oriented Cross-Document Coherence Enhancement (ECD-CoE).
The task involves selecting coherent sentences and inserting them
between two documents containing cross-document event mentions
are located, in order to form a coherent text. The resulting coherent
text is then parsed using a discourse rhetorical structure parser to rep-
resent it as a discourse tree. The interaction information is extracted
from the discourse tree to enhance the representation of the event
mention pairs. Finally, a multi-layer perceptron is used to predict the
coreference relation between event mentions, and coreferent event
mentions are grouped into the same cluster. The contributions of this
paper are as follows:

• We introduce a new task, ECD-CoE, to enhance CD-ECR, which
selects and inserts coherent sentences between two documents or
two event mentions to form a new coherent text.

• Experimental results on both ECB+ and GVC indicate that our
proposed method outperforms several state-of-the-art baselines.

2 Related work

Research on event coreference resolution mainly draws on the en-
tity coreference resolution method, which focuses on resolving noun
phrases/mentions for entities [34, 30, 16, 25, 22]. Event coreference
resolution is a more challenging task than entity coreference resolu-
tion due to the more complex structures of event mentions [43].

Most previous studies on both WD-ECR and CD-ECR model the
event coreference resolution task as a pairwise similarity problem,
they typically take event mention pairs with various features as input

and then a binary classifier is used to assign a score to represent fea-
ture similarity to measure whether two event mentions are coreferent
[12, 36, 32, 9, 28, 27, 23]. To this end, discriminative features of
event mentions are extracted to represent specific event mention pair,
such as linguistic features [4], sentential features [24] and argument
features [45, 10]. Some studies employ data augmentation methods
to improve the quality of the dataset [31, 13, 20, 3, 18, 1] and increase
the performance of event coreference resolution. Besides, recent neu-
ral methods focus more on ECR-aware event representation [41, 11]
representing event mentions from both local and global perspectives.

In the research field of CD-ECR, argument information has been
introduced into event representations [3, 45, 44]. For example,
Barhom et al. [3] jointly learn entity and event coreference resolu-
tion and leveraged predicate-argument structures. Zeng et al. [45] in-
tegrate event-specific paraphrases and argument-aware semantic em-
beddings. Caciularu et al. [7] pretrain a cross-document language
model via sets of related document. Held et al. [18] extract event
mentions features from the local perspective and train a fine-grained
classifier. Yu et al. [44] augment the pairwise representation with
structured argument features. Ahmed et al. [1] use a lemma heuristic
method to balance set of coreferent and non-coreferent event mention
pairs and a LongFormer-based [5] cross encoder. Chen et al. [11] in-
troduce discourse rhetoric structure and then extract local and global
information from this structure to represent event mentions.

Our research is based on Chen et al. [11], which introduces dis-
course structure to extract global information representation for event
mention pairs and proposes a strategy for constructing the cross-
document discourse tree. Different from them, we focus on enhanc-
ing the discourse coherence, which improves the quality of input data
for discourse rhetorical structure parser and make the discourse tree
provide more useful information for the cross-document task.

3 Methodology

Formally, given a set of documents D = {D1,D2, ...,D|D| } and
a set of event mentions E = {e1, e2, ..., e|E| } in D, CD-ECR re-
ceives an event mention pairs (ei, ej) as input to predict their label
y ∈ Y (Y = {Coref, Non_Coref}), and then organize all the event
mentions in D into event clusters according to the predictions.

Following previous work [3, 18, 11], we also cluster D into dif-
ferent subtopics and resolve only cross-document coreferent event
mentions in the same subtopics to avoid low recall. Specifically, we
use the document clustering method [3] to predict subtopics for all
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Figure 3. The framework of ECD-CoE, where the red nodes represent event sentences, and the light blue nodes represent sentences without event triggers.

documents. The event mention pairs with the same subtopic are re-
garded as candidate coreferent pairs.

Figure 2 presents an overview of our CD-ECR model, which con-
sists of three main steps. First, Discourse Coherence Enhancement
(DCE) is employed to obtain two selected sentences from a subtopic
that includes a specific cross-document event mention pair (ei, ej).
These two selected sentences are then inserted between the docu-
ments. Second, Event Feature Representation (EFR) takes the coher-
ent text as input and extracts local and global information representa-
tions from the discourse tree constructed by the discourse rhetorical
structure (DRS) parser. Finally, Event Coreference Prediction (ECP)
predicts the probability of two event mentions being coreferent. For
the within-document event mention pairs, we directly regard the en-
tire document as coherent text and use it as input for the DRS parser.

3.1 Discourse coherence enhancement

We introduce a new task “Event-oriented Cross-Document Coher-
ence Enhancement” (ECD-CoE) to enhance the coherence between
the documents of cross-document event mention pairs, which inserts
a text Sgroup related to the specific event pair (ei, ej) between their
corresponding documents Dei and Dej , so that the overall coherence
of [Dei , Sgroup, Dej ] is improved.
Task definition The ECD-CoE task is formulated as: Given a cross-
document event mention pair (ei, ej) and their corresponding docu-
ments Dei and Dej , where Dei and Dej belong to the same subtopic
C. Csent={Csi | 1 ≤ i ≤| Csent |} is a set of sentences in cluster C.
M is a text coherence evaluation model that is trained in the pairwise
ranking mode, and receives an order [De, Csi ] as input during infer-
ence to compute coherence score Coh([De,Csi ]), where Coh(·) is a
function in M for computing coherence score for input text orders.
The final goal of ECD-CoE is to search for two sentences si and sj ,
where si is used to concatenate after/before Dei while sj is used to
concatenate before/after Dej , and then the obtained concatenate text
[Dei , si, sj ,Dej ] (or [Dej , sj , si,Dei ]) is regarded as coherent text.
Document preprocessing Inspired by Jia et al. [21], we evaluate
text coherence with a graph-based model. Specifically, we represent
documents as the graph structure Gdoc with sequential edges, skip
edges and document-to-sentence edges [21] as shown by the blue,
green, and purple arrows in Figure 3(a), respectively, and the nodes
are the information representation of the sentences in a document.
We use RoBERTa to encode each sentence independently and the
hidden state of the [CLS] token is used as the node representation.
Additionally, we let RoBERTa encode the entire document to get the
document-level representation doc-node so that the positional em-
beddings naturally encode the ordering information of the document.

In terms of constructing edges, different from Jia et al. [21], we
only consider the information of edges between doc-node and event

sentence nodes (as shown by the red circle in Figure 2(a)) since our
goal is to enhance the coherence between the documents containing
event mentions.
Training instance construction We design a coherence evalua-
tion model as a pairwise ranking training manner, and the train-
ing instances are constructed as pair (t+, t−) form, where t+ is a
more coherent text than t−. Specifically, for a specific document
D={s1,s2,...,sn} with n sentences, we select k (k ≥ 2) different sen-
tences from D to form a sentence order o, where both t+ and t− are
instances of o. In order to make the coherence degree of t+ and t−

directly comparable, we constrain that:
1) t+ and t− have the same sentence number k;
2) t+ and t− have a common sub-order of length greater than 1,

and the longest length of the common sub-order is k − 1;
3) The common sub-order is coherent, sentence orders with con-

secutive indices are considered as coherent text (e.g., [s1, s2, s3]).
The common sub-order can be denoted as com = [sa+1,

sa+2,...,sa+k−1], and we construct training instances pair (t+, t−)
by concatenating the sentence sa before com (or sa+k after com) to
represent t+ and the sentence s�=a before com (or s�=(a+k) after com)
to represent t−. Figure 3(b) shows the process of training instance
construction for the case of k = 3, where o1 is more coherent than
o2. It is worth mentioning that the order pair contains order without
event sentences, such as ([s2, s3], [s2, s4]), are excluded in the finally
training set.
Training During training, given an input pair (t+, t−), we first extract
their common sub-graph Gcom from the full document graph Gdoc

according to the longest common sub-order of t+ and t− (e.g., the
common sub-order [s1, s2] of o1 and o2 in Figure 3(b)), and then
the nodes corresponding to the other sentences (e.g., s3 and s4 in
Figure 3(b)) are connected to the corresponding positions in the sub-
graph by directed edges according to the position in the order. The
graph structures Gt+ and Gt− of t+ and t− are obtained, respectively.
Then, we feed Gt+ and Gt− to the relational graph convolutional
networks (RGCN), which can accumulate relational evidence from
the neighborhood around a given node vi in multiple inference steps
and formalized as follows.

h
(l+1)
i = σ(

∑

r∈R

∑

j∈Nr
i

W
(l)
r h

(l)
j

| Nr
i | ) +W

(l)
0 h

(l)
i , (1)

where h(l)
i represents the hidden state of the node vi in the l-th layer.

h
(0)
i is embedding of the i-th sentence node obtained from RoBERTa.

r ∈ R(R = {sequential, skip , document-to-sentence edges}) is one
of the edge types and Nr

i represents the set of nodes connected to
vi through edge type r. Wr is the parameter matrix for r and W0 is
the parameter matrix for the self-connection edge, which is an extra
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type in addition to R. σ(·) is the activation function ReLU(·). After
getting the final representations of all nodes of Gt+ and Gt− , we map
them to a coherence score as follows.

Coh(t) = sigmoid(FFN(
∑

v∈VGt
hv)), (2)

where FFN is a feed-forward neural network.
We update model parameters using the following loss function.

Lcoh = max(0, τ − Coh(t+) + Coh(t−)), (3)

where τ = 0.1 is the margin.
Inference During inference, we only compute coherence scores
for given orders. Specifically, for each cross-document event men-
tion pair (ei, ej) in the documents Dei and Dej , respectively, we
first select two different sentences si and sj from their docu-
ment cluster (subtopic) to concatenate their corresponding document
[Dei , si, sj ,Dej ] (or [Dej , sj , si,Dei ]). Then, we compute two kinds
of coherence values sum Sum1 = Coh([Dei , si]) +Coh([si, sj ]) +
Coh([sj ,Dej ]) and Sum2 = Coh([Dej , sj ]) + Coh([sj , si]) +
Coh([si,Dei ]). The two sentences si and sj that the maximization
max{Sum1, Sum2} are ultimately selected for bridging documents
Dei and Dej . The concatenate text Xinp = [Dei , si, sj ,Dej ] (or
[Dej , sj , si,Dei ]) is sent to discourse rhetorical structure parser.

3.2 Event feature representation

EFR takes the coherent text Xinp as input and aims to obtain the
feature representation of event mention pairs. Following Chen et al.
[11], we represent event mention feature from both local and global
perspectives. Chen et al. [11] directly concatenates the documents
of cross-document event mention pairs, which lacks coherence. Dif-
ferent from them, we provide more coherent text for DRS parser to
construct discourse tree.

Specifically, we utilize DRS parser system [46] to construct dis-
course trees, which consists of two main components: segmentor and
parser. The segmentor receives coherent text Xinp and splits it into
a set of elementary discourse units (EDU) sequences. These EDU
sequences are sent to the text encoder (e.g., RoBERTa and Long-
Former) to obtain word embeddings and extract the trigger tokens of
the event mentions ei and ej to get local information representation,
denoted as CoRlocal(i, j) = [vei , vej , vei ◦vej ], where ve is the trig-
ger token embedding of the event mention e, and ◦ is element-wise
multiplication.

To obtain the global information representation of event men-
tion pair, the EDU sequences are sent to the parser to construct
a discourse tree. We extract the representation of the lowest com-
mon parent node RLCP and shortest dependency path on discourse
tree RDT−SDP [11] and concatenate them as CoRglobal(i, j) =
[RLCP , RDT−SDP ].

3.3 Event coreference prediction

We have obtained the global and local information representations
CoRglobal(i, j) and CoRlocal(i, j) of the event mention pair (ei, ej)
on the coherent text. We concatenate the two features and send them
to the multi-layer perceptron (MLP) and sigmoid activation function
to obtain the coreference score S as follows.

θ = MLP (CoRglobal(i, j), CoRlocal(i, j)), (4)

S = Sigmoid(θ). (5)

3.4 Training and inference

During training, we train our CD-ECR model on balanced train sets
of ECB+ and GVC obtained by the lemma heuristic method [1]. We
apply dropout in MLP networks, and the training objective is to min-
imize the binary cross-entropy loss L as follows.

Lecr = − 1

N

∑N
i=1[yilogŷi + (1− yi)log(1− ŷi)], (6)

where N is the size of event mention pair samples and y ∈
{Coref, Non_Coref} is a pairwise label.

During inference, we first apply the topic predictor [3] to clus-
ter the test set documents, and event mention pairs with the same
subtopic are considered as candidate coreferent pairs. We then send
these pairs to our CD-ECR model to obtain the coreference score.
Finally, we perform best-first clustering [20] on the pairwise predic-
tions to cluster event mentions.

4 Experimentation

In this section, we first introduce the experimental settings and then
report the results.

4.1 Experimental settings

Dataset Following the previous work [18, 1], we use two popular
CD-ECR datasets ECB+ [14] and GVC [39] to train and test our
model. ECB+ is extended from ECB [4], which annotated different
but similar events as subtopics for each ECB topic. GVC is a recent
English corpus exclusively focusing on event coreference resolution,
which is a collection of texts surrounding a single topic (gun vio-
lence). We use gold event mentions for both training and evaluation
following previous work [11, 1]. The detailed statistics of ECB+ and
GVC datasets are shown in Table 1. For the ECB+ dataset, we fol-
low the data split by Cybulska and Vossen [15]: train: 1, 3, 4, 6-11,
13-17,19-20, 22, 24-33; dev: 2, 5, 12, 18, 21, 23, 34, 35; test: 36-45.
For the GVC dataset, we use the data split by Bugert et al. [6].
Metrics Following the previous work [3, 8, 44], we use MUC [38],
B3 [2], and CEAFe [29] to evaluate the performance of our model
and also report the overall CoNLL score, which is the average of the
above three metrics. Among them, MUC is based on event links to
evaluate the performance of the model, B3 compensates for MUC’s
neglect of non-coreferent events by using event nodes as the compu-
tational target. CEAFe is similar to B3 , adding entities to evaluate the
performance of event coreference resolution. CoNLL, the compre-
hensive use of the above three metrics, can more objectively measure
model performance.
Hyper parameters We use pre-trained language models,
RoBERTaLARGE and LongFormerBASE, to embed event mentions
with 1024 and 768 dimensions, respectively. The training epoch of

Table 1. ECB+ and GVC statistics. T=topics, D=documents, EM=event
mentions, EC=event clusters, ES=event singletons, WD=within-document

pairs, and CD=cross-document pairs. Event clusters include singletons.

ECB+ GVC
Train Dev Test Train Dev Test

T 25 8 10 1 1 1
D 574 196 206 358 78 74
EM 3808 1245 1780 5313 977 1008
EC 1527 409 805 991 228 194
ES 1116 280 623 157 70 43
WD 15695 4685 10751 52212 7345 9193
CD 169798 51849 83191 60142 9193 10660
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Table 2. Performance comparision of different models on the ECB+ and GVC datasets, where “*” indicates that the models use LongFormer as their
encoders and the other models use BERT/RoBERTa as their encoders.

ECB+

System MUC B3 CEAFe CoNLL
P R F1 P R F1 P R F1 F1

Zeng et al. [45] 85.6 89.3 87.5 77.6 89.7 83.2 84.5 80.1 82.3 84.3
Cattan et al. [8] 81.9 85.1 83.5 82.7 82.1 82.4 78.9 75.2 77.0 81.0
Held et al. [18] 88.1 87.0 87.5 87.7 85.6 86.6 85.8 80.3 82.9 85.7
Yu et al. [44] 85.1 88.1 86.6 84.7 86.1 85.4 79.6 83.1 81.3 84.4
Caciularu et al. [7]* 89.2 87.1 88.1 87.9 84.9 86.4 81.2 83.3 82.2 85.6
Chen et al. [11]* 87.2 89.4 88.3 86.4 88.3 87.3 84.0 83.2 83.6 86.4
Ahmed et al. [1]* 87.9 93.7 90.7 79.6 94.1 86.3 88.7 81.6 85.0 87.4
Ours(RoBERTa) 86.7 89.7 88.2 84.2 90.4 87.2 85.3 81.7 83.5 86.3
Ours(LongFormer)* 86.9 95.1 90.8 82.1 95.3 88.2 90.9 80.6 85.4 88.1

GVC

System MUC B3 CEAFe CoNLL
P R F1 P R F1 P R F1 F1

Held et al. [18] 91.2 91.8 91.5 83.8 82.2 83.0 77.9 75.5 76.7 83.7
Ahmed et al. [1]* 91.1 84.0 87.4 76.4 79.0 77.7 52.5 69.6 59.9 75.0
Ours(RoBERTa) 91.4 92.6 92.0 81.4 89.4 85.2 81.9 78.7 80.3 85.8
Ours(LongFormer)* 92.0 94.5 93.2 81.4 92.3 86.5 85.9 79.0 82.3 87.3

our CD-ECR model is set to 10, the learning rate is set to 10−5,
and Adam optimizer is used to update the parameters. The layer of
RGCN is set to 2.

4.2 Experimental results

To verify the effectiveness of our model, we select seven strong base-
lines as follows.

1) Zeng et al. [45] incorporate event-specific paraphrases and ar-
gument semantic embeddings;

2) Cattan et al. [8] develop an end-to-end baseline for resolving
coreferent events;

3) Held et al. [18] extract event mention features from the local
perspective and trains a fine-grained classifier.

4) Yu et al. [44] augment pairwise representation with structured
argument features.

5) Caciularu et al. [7] pretrain a language model via a set of related
documents, which use a stronger text encoder LongFormer.

6) Chen et al. [11] resolve coreference events by local and global
information on discourse tree.

7) Ahmed et al. [1] propose a simple heuristic paired with a cross-
encoder.

Table 2 shows the performance of the baselines and our model
on ECB+ and GVC with the encoders RoBERTa and Long-
Former, which shows that our model Ours(LongFormer) significantly
(P<0.01) outperforms the SOTAs Ahmed et al. [1] and Held et al.
[18] on ECB+ and GVC, respectively. Our model Ours(RoBERTa)
also outperforms the four BERT/RoBERTS-based baselines both on
ECB+ and GVC. These results indicate the effectiveness of our pro-
posed model using discourse coherence enhancement in resolving
cross-document coreferent events.

Among the four baselines [45, 44, 8, 18] using BERT or RoBERTa
as encoder, Held et al. [18] adopt a pruning method to improve the
quality of training data, and uses the context of sentences surround-
ing event mentions, outperforming the other four baselines. This in-
dicates the importance of training data quality for CD-ECR. Com-
paring with them, our model Ours(RoBERTa) improves the CoNLL
by 0.6 and 2.1 on ECB+ and GVC datasets, respectively, due to the
gain of coherence on cross-document instances.

Caciularu et al. [7] and Chen et al. [11] use a stronger document-
level encoder LongFormer. The former pretrains a cross-document
language model via a set of related documents and outperforms

the four BERT/RoBERTa-based models. The latter introduces dis-
course structure to represent event mention pairs from both local
and global perspectives. However, when they construct the discourse
tree for cross-document instances, they ignore the coherence of the
input text. In comparison with Caciularu et al. [7] and Chen et al.
[11], our Ours(LongFormer) improves CoNLL score by 2.5 and 1.7
on ECB+. Ours(RoBERTa) also achieves the CoNLL score of 86.3
on ECB+ dataset, which is competitive with the LongFormer-based
model [11].

Ahmed et al. [1] resolve coreferent events by a LongFormer-based
cross-encoder and a lemma heuristic method, which achieves the best
performance on the ECB+ dataset. Compared with this model, our
model Ours(LongFormer) increases CoNLL score by 12.3 and 0.7
(P<0.01) on the GVC and ECB+ datasets, where the improvement
on GVC is much higher than that in ECB+. Ahmed et al. [1] only
achieve a CoNLL score of 75.0 on the GVC dataset. This is due to the
fact that the GVC dataset has a lower proportion of singletons event
mentions, meaning fewer non-coreferent samples. Since their heuris-
tic method focuses on non-coreferent samples with similar lemmas
in the training data, it does not have a significant advantage on the
GVC dataset. The substantial discrepancy in performance between
Ahmed et al. [1] and our model Ours(LongFormer) indicate that co-
herent text can facilitate the CD-ECR model in more effectively ex-
tracting the representations of event mention pairs from the discourse
tree, thereby enhancing the performance of CD-ECR. From the per-
spective of the other three metrics, the improvement of CEAFe is
the most significant. This can be attributed to the fact that the cross-
document discourse tree based on coherent text can better distinguish
non-coreferent event mentions with similar features, thereby improv-
ing the prediction of non-coreferent mention pairs.

Advanced instruction-tuned large language models (e.g., Chat-
GPT 1) has presented possibilities for the task of CD-ECR. However,
our preliminary experimental results show that the CoNLL score of
ChatGPT-4 is only 44 in a few-shot manner, which is much lower
than the models in Table 2.

5 Analysis

In this section, we first analyze our proposed model on the impact of
discourse coherence enhancement, training instances on coherence

1 https://chat.openai.com/chat
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and inserted text selection number. Then, we give the case study and
error analysis.

5.1 Impact of discourse coherence enhancement

To further evaluate the mechanism of discourse coherence enhance-
ment on CD-ECR, we perform the ablation experiments and the F1
scores of Pairwise, MUC, B3, CEAFe, and CoNLL are shown in Ta-
ble 3, where w/ DCE and w/o DCE refer to with and without dis-
course coherence enhancement.

Table 3. Ablation study for discourse coherence enhancement on the
ECB+ and GVC datasets.

ECB+
System Pairwise MUC B3 CEAFe CoNLL
w/ DCE 77.6 90.8 88.2 85.4 88.1

w/o DCE 68.7 88.9 86.9 84.5 86.8
GVC

System Pairwise MUC B3 CEAFe CoNLL
w/ DCE 83.5 93.2 86.5 82.3 87.3

w/o DCE 73.0 91.3 86.0 78.7 85.3

The metric pairwise is used to evaluate whether the pairwise clas-
sifier can correctly distinguish coreferent and non-coreferent cross-
document event mention pairs. Note that the pairwise F1 scores in
Table 3 are calculated only on the cross-document mention pairs.
The significant improvement (+8.9 and +10.5 on ECB+ and GVC
datasets respectively) of Pairwise in Table 3 shows that the coherent
texts are helpful to distinguish coreferent and non-coreferent cross-
document event mention pairs. This result verifies the effectiveness
of our mechanism of discourse coherence enhancement on resolving
cross-document coreferent events.

The results show that discourse coherence enhancement leads to
an increase of 1.3 and 2.0 on the ECB+ and GVC datasets, respec-
tively, in CoNLL, indicating that it enables the discourse tree to pro-
vide more effective interaction information for cross-document event
mentions, thereby improving the performance of CD-ECR.

On the ECB+ dataset, the improvement of 1.9 in MUC is the most
significant based on the three different evaluation metrics. The preci-
sion of coreferent sample prediction improved due to the introduction
of two selected sentences that added overlapping event participant
information, enriched the event expression, and completed the event
information in the shortest dependency path of the discourse tree.
However, the model’s lack of ability to disambiguate pronouns could
result in some pronoun entities being mistakenly associated with the
document. This can lead to incorrect “Coref” predictions and slow
down the improvement of the entity-sensitive metric CEAFe.

On the GVC dataset, the improvement of 3.6 in CEAFe is the most
significant. GVC dataset focuses on the topic of gun violence, typi-
cally has event mentions triggered by words strongly related to “kill”,
“death”, and “shot”. Similarity models can easily misidentify non-
coreferent samples as coreferent in this dataset, especially in cross-
document instances with different contexts. Our proposed method
for enhancing cross-document coherence enables the model to better
understand the event text, making it easier to distinguish the features
of participants in different gun violence events and improve the per-
formance of event coreference resolution.

5.2 Impact of training instances on coherence

To verify the effectiveness of our training instance construction strat-
egy for ECD-CoE, we also perform experiments on all instances dur-

ing the training stage of ECD-CoE. Table 4 reports the CD-ECR per-
formance on different training instances for the ECD-CoE model,
where “Event-related” represents that ECD-CoE is trained on texts
containing event mentions, and “All” represents that the other texts
without event mentions are included in the training set.

Table 4. Performance comparison of different training instances on the
ECB+ and GVC datasets.

ECB+
System MUC B3 CEAFe CoNLL
Event-related 90.8 88.2 85.4 88.1

All 89.4 86.6 84.3 86.7
GVC

System MUC B3 CEAFe CoNLL
Event-related 93.2 86.5 82.3 87.3

All 91.2 86.3 78.0 85.2

The results suggest that using the “All” strategy negatively impacts
performance with CoNLL, resulting in a decrease of 1.4 and 2.1 on
the ECB+ and GVC datasets in CoNLL, respectively. This is due to
the fact that this training strategy increases the probability of consid-
ering some sentences without event or entity information as candi-
date insertion sentences, such as a simple monologue like “I’ve done
it”. Even if this sentence achieves a high coherence score, it cannot
provide effective information to enrich the event representation.

5.3 Impact of inserted text selection number

To verify the effectiveness of inserted text selection number for ECD-
CoE, we design different inserted text selection number for com-
parison. The comparison results are shown in Table 5, where ITS-N
represents the number of inserted sentences is N and means N sen-
tence(s) is (are) selected from document cluster to maximize the sum
of coherence score. ITS-2 is our coherence enhancement strategy.
Additionally, we also design the strategy ITS-Summ that summaries
the two documents Dei and Dej by T5 [33] and then insert the two
summaries between the two documents. That is, use transitional sen-
tences to link two documents. In ITS-Summ, the text selection num-
ber is also set to 2.

Table 5. Performance comparison of different numbers of inserted texts on
the ECB+ and GVC datasets.

ECB+
System MUC B3 CEAFe CoNLL
ITS-1 89.8 87.8 85.1 87.6
ITS-2(Ours) 90.8 88.2 85.4 88.1

ITS-3 89.7 87.9 85.8 87.8
ITS-4 89.6 87.4 85.3 87.5
ITS-Summ 88.3 88.6 83.6 86.9

GVC
System MUC B3 CEAFe CoNLL
ITS-1 92.5 85.9 81.7 86.7
ITS-2(Ours) 93.2 86.5 82.3 87.3

ITS-3 91.8 87.4 80.0 86.4
ITS-4 91.2 86.9 78.8 85.6
ITS-Summ 92.2 85.3 80.8 86.1

Table 5 shows that our strategy outperforms the other three strate-
gies on both the ECB+ and GVC datasets. Compared to ITS-2 and
other ITS-N, ITS-1 has the lowest computational complexity, but it is
difficult for a single sentence to make two documents with different
expression styles coherent simultaneously, and the effective informa-
tion it can provide is also limited. Though ITS-3 increases the pos-
sibility of introducing more coherent sentences, the computational
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complexity is increased, and it also introduces more data noise. Us-
ing strategy ITS-4, the performance on both datasets has decreased.
This indicates that the more sentences fail to effectively highlight the
key information of the document, leading to information overload.

Compared to ITS-Summ, which attempts to bridge two documents
in the form of summary-transition, where the coherence of intra-
summary is ignored. Hence, the comparison between ITS-Summ and
ITS-2 proves the effectiveness of intra-selected-sentence coherence
(i.e., Coh([si, sj ])).

5.4 Case study

We provide an example to analyse the effectiveness of discourse co-
herence on the ECB+ dataset. In reference to the example presented
in Figure 1, our model concentrates on the cross-document event
mention pair (e1, e3). Using our ITS-2 strategy, the following two
sentences si and sj are the selected insertion sentences by the ECD-
CoE task.

si:Matt Smith, 26, will make his debut in 2010, replacing David
Tennant, who leaves at the end of this year.

sj :When the 26-year-old unknown was unveiled as the 11th Doctor
on Saturday evening, it took most viewers by surprise.

It can be seen that the concatenated text [D1,si,sj ,D2] has a high
degree of coherence, which revolve around the topic of “Matt Smith
being chosen as the 11th Doctor”, and are arranged in temporal order.
The phrase “his debut in 2010, replacing David Tennant” in si de-
scribes the development of event mention e1 and sj further describes
its impact. D2 provides more information about the audience’s re-
action to event mention e1. Hence, this text can be easily understood
by the encoder due to its clear logical relationship between sentences,
and will result in a more enriched representation of event mention in
the next step of event feature representation, finally improving the
accuracy of coreference resolution.

If we do not enhance the coherence between D1 and D2, the lack of
background information, time clues, and character consistency will
cause the subsequent DRS parser to be unable to accurately capture
the interactive information between “winning” and “chosen”, fail to
provide useful clues for coreference resolution, and the model will
mistakenly predict them as non-coreferent.

5.5 Error analysis

We perform a qualitative analysis of the major sources of error made
by our model, which mainly come from the following aspects: 1)
errors of discourse coherence enhancement ; 2) incorrect coreference
prediction due to the lack of document clues, although the inserted
text can enhance text coherence; 3) errors in the DRS parser, which
introduces noise into the subsequent event feature representation.

The coherence enhancement errors mainly come from the lack of
diversity in the construction of training instances in the ECD-CoE
task. Although Table 4 proves that using only event sentences to con-
struct training instances is better than using all sentences, there are
also no-trigger sentences that may provide useful information. For
example, the no-trigger sentence “The victim’s name hadn’t been
released as of Wednesday morning.” contains a time clue phrase
“Wednesday morning”, using it to construct a training instance can
provide time clue information for related events, which is an impor-
tant component of an event.

For error 2), taking the following two documents D3 and D4 with
two selected insertion sentences sk and sl as an example.

D3:Connecticut State Police: 16-yea-old boy dies after accidental
shooting Killingly (AP)- .Police say they got a call for a {shooting}e4
around 7 p.m. Tuesday at a home in Killingly . They found a boy
unresponsive in an upstairs bedroom . He was taken to Day Kimball
Hospital in Putnam , where he was later pronounced dead .

sk:Authorities say 22-year-old Kyle Carney of Killingly had been
pointing a rifle in the boy’s direction when it accidentally discharged.

sl:Carney was taken into custody and charged with manslaughter
and reckless endangerment. He’s being held on a $500,000 bond and
was due to appear in court Wednesday.

D4:Vigil held for teenager shot and killed in Killingly WFSB 3
Connecticut Friends and family were on hand on Friday night to re-
member the life of a teenager from Killingly, who was killed earlier
this month. A special vigil for 16-year-old Matthew Regula was held
at 8 p.m. at Davis Park in Danielson. Police said 22-year-old Kyle
Carney {shot}e5 and killed Regula inside a home on Kenneth Drive
on Aug.5.

The event mention pair (e4, e5) is non-coreferent, and the model is
easily misled to make incorrect predictions. First, the triggers “shoot-
ing” and “shot” have high lexical similarity, and both sentences con-
tain the location argument “home”, which makes it easy for the
model to assign them high similarity scores. Second, the inserted
sentences both contain the participant “Carney”, which further in-
creases the similarity of these two non-coreferent events. Third, the
lack of key no-trigger sentences in the training instances causes the
inserted sentences to be unable to provide effective clues.

Finally, the discourse tree obtained by the DRS parser contains
numerous errors. Parsing errors primarily involve incorrect predic-
tions of rhetorical relations. For example, two EDUs (elementary
discourse units) connected by a rhetorical relation of “Summary” are
mistakenly predicted to have a rhetorical relation of “Cause”. “Sum-
mary” implies a process where the same event is mentioned from
complex to simple, whereas “Cause” involves mentioning two non-
coreferent events. Consequently, such parsing errors may lead to in-
correct non-coreferent predictions, which can adversely affect model
performance.

6 Conclusion

We improve cross-document event coreference resolution through
a novel task called Event-oriented Cross-Document Coherence En-
hancement. First, we enhance the coherence of two documents con-
taining cross-document event mention pairs through this task. Then,
we send the coherent text to DRS parser to obtain the event represen-
tations. Finally, we perform coreference relation prediction. Exper-
imental results on both the ECB+ and GVC datasets show that our
method outperforms several SOTA baselines.

Our proposed model still suffers from the following shortcomings.
First, we only perform event coreference resolution on golden event
mentions following previous work. However, the upstream task event
extraction is also important for event coreference resolution. Second,
the tasks of ECD-CoE and CD-ECR are performed in a pipeline,
which will lead to the accumulation of cascading errors. Finally, We
directly use all discourse rhetoric relation type without filtering the
useless type for predicting coreferent relation, which is also an im-
portant and challenging issue.

In the future, we will focus on how to use generation methods to
generate more coherent texts to link two cross-document event men-
tions, and how to jointly train the two tasks with entity coreference
resolution.
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