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Abstract. Argument schemes represent stereotypical patterns of
reasoning that capture the inferences from premise(s) to conclusion.
Despite their usefulness in argument mining, argument scheme clas-
sification remains a largely understudied task in NLP. In this paper,
we present EthiX, a novel dataset for classifying argument schemes,
comprising arguments spanning 22 ethical topics which are manually
annotated with argument schemes following Walton’s taxonomy. We
evaluate pre-trained models fine-tuned on our dataset and propose a
baseline to the community.

1 Introduction

Argument mining has become an established area within the natu-
ral language processing (NLP) field. Despite considerable advances
in identifying argument components and the relations between them
(see surveys [20, 22] for an overview), argument mining remains
one of the most challenging areas in NLP. One task that has so far
been understudied is argument scheme classification. Classifying ar-
gument schemes is an important step towards understanding the rea-
soning process behind arguments and can help strengthen their qual-
ity and scope.

Argument schemes and critical questions have traditionally been
used in formal argumentation to support individual agent reason-
ing and joint deliberation (dialogue) [28]. Historically, their ori-
gin traces back to Aristotle’s topics but they have also become
pivotal in modern-day argumentation theory [12, 30, 44], leading
to various taxonomies, e.g. the pragma-dialectical classification of
Van Eemeren et al. [43], the argument schemes proposed by Wal-
ton et al. [51], and the periodic table of arguments [47]. Argument
schemes provide structured templates for stereotypical forms of ar-
guments that capture the inferences from premise(s) to conclusion,
and can thus constitute a means for identifying arguments. While us-
ing argument schemes can be beneficial for classifying arguments
and determining the validity of arguments and whether they are fal-
lacious, the literature has seen limited focus on argument scheme
classification.

Annotating argument schemes is particularly challenging [50].
This can be attributed to 1) a lack of a universally accepted taxon-
omy in argumentation theory, and 2) the need for highly trained ex-
pert annotators. Indeed, the cognitive load for annotating argument
schemes is higher compared to other tasks in argument mining such
as identifying argument components (e.g. claims, premises) and de-
termining argument relations (e.g. support, attack) [29]. There are
few datasets annotated using argument schemes (e.g. [8, 21, 11, 39]),
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and these tend to be based on Walton’s taxonomy [51] as Walton’s
proposed schemes were introduced as a bottom-up approach to en-
capsulate human arguments. Some works simplify the task by using
a small number of argument schemes (e.g. [16]) or defining types
related to schemes (e.g. [15, 33]), whilst the larger corpora are au-
tomatically generated in order to reduce the annotation effort (e.g.
[37, 38]). However, automatically generated datasets are a result of
instantiations of logical formulas and pre-defined rules, and can thus
dilute the complexity and contextual richness of human-generated
arguments.

In this paper we introduce EthiX1, a manually curated dataset for
argument scheme classification that captures human reasoning in eth-
ical debates. We extract arguments from Kialo2, a platform for ratio-
nal debate, with a moderation policy where arguments are backed by
reasons and make constructive points, while also capturing the dia-
logical and interactive element of human argumentation. We anno-
tate arguments using Walton’s taxonomy of argument schemes [51],
resulting in 686 ethical arguments categorised into eight classes (ar-
gument from example, argument from values, argument from positive
consequences, argument from cause to effect, argument from expert
opinion, argument from negative consequences, argument from alter-
natives, argument from analogy), spanning 22 topics. Moreover, we
evaluate pre-trained models fine-tuned on our dataset and conduct ex-
periments to assess how well models generalise to unseen topics as
well as adapt to new topics. We propose a baseline to the community
to stimulate further progress on the argument scheme classification
task.

2 Background

We first provide core background on argument schemes, the Argu-
ment Scheme Key methodology, as well as enthymemes, which we
use to annotate arguments.

2.1 Argument schemes

Argument schemes (AS) represent stereotypical patterns of reason-
ing, which, together with their critical questions (CQs), provide
generic templates that can be instantiated by computational and nat-
ural languages to support human-human and human-AI debate and
dialogue [28]. In particular, Walton et al. [51] proposed over 60 ar-
gument schemes with corresponding sets of CQs. For example, the

1 Dataset available at: https://github.com/ElfiaBv/EthiX
2 https://www.kialo.com
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scheme argument from example is defined by a premise, conclusion,
and several CQs, as follows:
Premise: In this particular case, the individual a has property F and
also property G.
Conclusion: Therefore, generally, if x has property F , then it also
has property G.
CQ1: Is the proposition claimed in the premise in fact true?
CQ2: Does the example cited support the generalisation it is sup-
posed to be an instance of?
CQ3: Is the example typical of the kinds of cases the generalisation
covers?
CQ4: How strong is the generalisation?
CQ5: Do special circumstances of the example impair its generalis-
ability?

In this paper we use the argument schemes proposed by Walton
et al. [51], whilst acknowledging that other schemes have been de-
veloped in the literature, e.g. the pragma-dialectical classification of
Van Eemeren et al. [43] and the periodic table of arguments [47].

2.2 Argument Scheme Key (ASK)

The Argument Scheme Key (ASK) was proposed by Visser et al. [46]
as an effective methodology for choosing the appropriate scheme
from Walton’s taxonomy [51]. It is an annotation heuristic consist-
ing of a ‘dichotomous identification key’ where the steps/choices are
a product of grouping together certain scheme types, based on shared
characteristics. Table 1 shows the first ten steps from ASK.

2.3 Enthymemes

Natural language arguments rarely explicitly mention all the
premises considered and the conclusion drawn from the claims ex-
pressed; in the majority of cases, they leave some premises, or often
the conclusion, implicit. An argument that excludes missing compo-
nents is called an enthymeme [48]. The following is an example of
an enthymeme in the debate Should the death penalty be abolished?:

A: “The death penalty negatively affects both the families of
the victims as well as the defendant(s).”

The enthymeme A expresses only some justification (i.e. a
premise) for the implicit unrepresented claim supporting abolition
of the death penalty. The implicit “therefore the death penalty should
be abolished” is elicited from the context (i.e. the debate topic) and
left for the reader to infer.

3 Related work

There are few works in the literature that focus on classifying the
argument schemes defined by Walton et al. [51]. Some use machine
learning to classify schemes [8, 21], while others focus only on an-
notating texts using argument schemes [11, 39]. Feng and Hirst [8]
used 393 arguments from Araucaria [32] annotated with five argu-
ment schemes (i.e. argument from example, argument from cause
to effect, practical reasoning, argument from consequences, and ar-
gument from verbal classification), while Lawrence and Reed [21]
used 78 arguments from AIFdb [23] annotated with two argument
schemes (argument from expert opinion and argument from positive
consequences). In both works, the authors relied on feature engineer-
ing to deploy supervised machine learning algorithms to classify ar-
gument schemes. Focusing solely on annotation, Hansen and Walton

1. Argument relies on a source’s opinion or character . . . . . . . . . 2.
- Argument does not depend on a source’s opinion or character 17.
2. Argument is about the source’s character . . . . . . . . . . . . . . . . . . . 3.
- Argument is about the source’s opinion . . . . . . . . . . . . . . . . . . . . . 9.
3. Argument establishes the source’s character . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . Argumentation from interaction of act and person
-Argument refers to the source’s existing character . . . . . . . . . . . . 4.
4. Argument relies on the source’s good character . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Ethotic argument
- Argument relies on bad character . . . . . . . . . . . . . . . . . . . . . . . . . . . 5.
5. Source is biased . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6.
- Argument is not related to bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7.
6. Source does not take both sides into account . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Argument from bias

- Source’s opinion is not acceptable . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Bias ad hominem
7 (5). Source is of bad overall character . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Generic ad hominem

- Source’s actions are not compatible with their commitments . . 8.
8. Source’s actions contradict the advocated position . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Pragmatic inconsistency
- Source is not credible due to inconsistent commitments . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Circumstantial ad hominem

9 (2). Argument establishes a source’s opinion . . . . . . . . . . . . . . . 10.
- Argument is based on an existing opinion . . . . . . . . . . . . . . . . . . 11.
10. Commitment at issue is consistent with existing commitments
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Argument from commitment
- Commitment at issue not consistent with existing commitments .
. . . . . . . . . . . . . . . . . . . . . . . .Argument from inconsistent commitment

Table 1. The first 10 steps from ASK.

[11] used 14 argument schemes, in addition to a special class, can’t
classify, to annotate 256 political arguments whereas Schneider et al.
[39] annotated Wikipedia deletion discussions, resulting in 555 argu-
ments labelled with 17 argument schemes.

Some works have opted to address the complexity of numerous ar-
gument schemes by concentrating on a considerably small subset of
schemes or defining types related to schemes. Jo et al. [16] developed
an annotation protocol focusing on two schemes (argument from con-
sequences and practical reasoning) to annotate 1000 arguments with
normative claims randomly selected from Kialo, and used BERT [5]
to classify the relations. Jo et al. [15] used four proposition types
“related to argument schemes” (i.e. normative, desire, future possi-
bility, reported speech) to annotate U.S. presidential debates. Kondo
et al. [18] introduced a dataset comprising 2,370 pairs of argumen-
tative text and corresponding Bayesian networks representing the
reasoning structure of arguments, spanning six topics from ProCon
(procon.org). They identified 17 ‘idioms’ via crowdsourcing, cover-
ing 25 argument schemes. Their experiments show that the choice of
a suitable idiom is a difficult task.

Some recent studies have tried to address the lack of annotated
corpora via argument generation [38, 37]. Saha and Srihari [38] pro-
posed a neural argument generator that uses scheme-based control
codes derived from six of Walton’s argument schemes (i.e. means for
goal, goal for means, from consequence, source knowledge, source
authority, rule or principle) to generate factual arguments, result-
ing in almost 70,000 arguments spanning six topics. However they
show that there are cases in which the generated argument template
is modified, and hence the meaning of the argument is changed.
Ruiz-Dolz et al. [37] used GPT-3.5-TURBO and GPT-4 to gener-
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ate arguments, instantiating 20 different argument schemes with two
stances and spanning 50 topics, resulting in 1,893 arguments in En-
glish and 1,917 arguments in Spanish. The human validation process
did not consider the soundness or strength of arguments — both im-
portant features of human argumentation — which are captured on
the Kialo platform from which we collect our dataset. Moreover, the
corpus solely consists of complete arguments and does not include
enthymemes. This is indicative of the more general issue of artifi-
cially constructed arguments and their shortcomings regarding in-
corporating features typical of human argumentation, including com-
mon structures such as enthymemes.

To address the challenging task of manual annotation with argu-
ment schemes, several works developed effective annotation guide-
lines [24, 29, 42, 46, 49, 50]. Building on the Argumentum Model of
Topics [34, 35], where argument schemes are organised in hierarchi-
cal clusters, Musi et al. [29] proposed a set of guidelines for anno-
tating schemes and conducted their annotation study on 10 essays,
achieving fair agreement. Song et al. [42] defined three general ar-
gument schemes (i.e. policy, causal, sample) to annotate 600 essays
from graduate school admissions, whereas Reisert et al. [33] used
argument templates inspired by Walton’s argument schemes to anno-
tate argumentative texts on policy topics. Visser et al. [46] annotated
491 arguments from televised election debates along with related
Reddit posts following the Inference Anchoring Theory (IAT) [31].
Based on the evaluation of inter-annotator agreement, they proposed
the Argument Scheme Key (ASK) (see Section 2.2) for annotating
with Walton’s schemes, which makes use of the indicative proper-
ties of particular argument schemes. Lawrence et al. [24] developed
an annotation tool that combines OVA [14], an online software for
analysing schemes in argumentative discourse, with the ASK, aim-
ing to enrich datasets for studying argument schemes by improving
the annotation process.

Some studies focus specifically on detecting fallacies, which have
some overlap with argument schemes. Goffredo et al. [9, 10] used
six categories, four of which are from Walton [52], to detect fallacies
in U.S. presidential debates, whereas Ruiz-Dolz and Lawrence [36]
focused on identifying four fallacies (i.e. ad hominem, appeal to ma-
jority, appeal to authority, slippery slope) and created a small dataset
comprising 14 arguments that included seven different types of argu-
ment schemes. Other uses of argument schemes include their appli-
cation in educational frameworks [27, 2] and discourse analysis [3].
Macagno and Konstantinidou [27] used two argument schemes (i.e.
argument from cause to effect, argument from analogy) to reconstruct
students’ arguments, whilst Anthony and Kim [2] revealed difficul-
ties in annotating dialogues with argument schemes in classroom
deliberation, emphasising the ambiguity of the scheme definitions.
Cabrio et al. [3] mapped five schemes (i.e. argument from example,
argument from cause to effect, argument from effect to cause, prac-
tical reasoning, and argument from inconsistency) to discourse rela-
tion categories in the Penn Discourse TreeBank.

Lastly, Lindahl et al. [25] conducted an annotation exercise and
used 30 argument schemes to annotate arguments in political text
from Swedish newspaper editorials. They found that annotators dif-
fer in argument annotation (e.g. one annotator identifies double the
number of argument schemes, the most prominent scheme identi-
fied by one annotator is the one least identified by the other, etc.) as
well as in the identification of arguments and their components (i.e.
premise and conclusion), concluding that there is a need for strict and
detailed instructions to annotate using argument schemes.

4 Dataset

In this section, we describe the process for constructing EthiX and
provide an overview of the dataset.

4.1 Dataset construction

Figure 1 gives an overview of the creation process of EthiX. Start-
ing from Kialo, a platform designed to support rational debate, we
select ethical debates and extract arguments based on their rele-
vance and originality (see Section 4.1.1). Then, we identify the en-
thymemes and reconstruct them for annotating the arguments with
Walton’s argument schemes [51] using the ASK algorithm [46] (see
Section 4.2), keeping the most prominent to be included in EthiX.

Figure 1. The creation process of EthiX.

Figure 2. Part of the discussion tree for the debate Pro-life vs Pro-choice:
Should abortion be legal? from Kialo. The thesis statement is depicted at the

top, in blue. Supporting/attacking arguments are depicted in green/red,
branching out left/right. The impact score can be found in the bar on the top

left corner of each argument.

4.1.1 Extracting arguments from ethical debates

We extracted arguments from Kialo, a collaborative platform consist-
ing of debates, with concise arguments presented in a structured way.
Figure 2 shows a debate from Kialo. Each debate addresses a certain
question and has a thesis statement which is the original claim of
the debate directly answering the debate’s question. Users contribute
to the debate by providing statements/arguments that support or at-
tack an existing statement, with the discussion being represented as
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Scheme Representation Sample

Argument from P: In this particular case, a has properties F and G. A: In some places in the US, healthcare workers
Example C: So, generally, if x has property F , then it also has G. are required to get vaccinated against the seasonal flu.

D: Should Covid-19 vaccines be mandatory?
Argument from P1: Value V is positive/negative as judged by agent a. A: Even if the five people on the tracks have
Values P2: If V is positive it is a reason to commit to goal G. done heinous things, many believe it is illegitimate

P2’: If V is negative it is a reason to not commit to goal G. to kill them.
C: V is a reason for agent a to (not) commit to goal G. D: What’s the right solution to the trolley problem?

Argument from P: If A is brought about, good consequences will occur. A: Access to legal abortion improves the health
Pos. Conseq. C: Therefore, A should be brought about. and safety of pregnant people.

D: Pro-life vs Pro-choice: Should abortion be legal?
Argument from P1: Generally, if A occurs, then B will (might) occur. A: The cost of palliative care is extremely high,
Cause to Effect P2: In this case, A occurs (might occur). thus many people who opt for euthanasia are

C: Therefore, in this case, B will (might) occur. more likely to be poor.
D: Should euthanasia be legalized?

Argument from P1: Source E is an expert in subject S. A: Masks reduce Covid transmission according to WHO.
Expert Opinion P2: E asserts that proposition A of subject S is true/false. D: Do people have a right to not wear a mask

C: A is true/false. in public spaces during the COVID-19 pandemic?
Argument from P: If A is brought about, good consequences will occur. A: Capitalism inevitably leads to various forms
Neg. Conseq. C: Therefore, A should not be brought about. of exploitation.

D: Is capitalism the most moral system?
Argument from P1: Either X or Y can be the case. A: Putting the child up for adoption is an
Alternatives P2: X is plausibly not the case. alternative to abortion.

C: Y is plausibly the case. D: Pro-life vs Pro-choice: Should abortion be legal?
Argument from P1: Generally, case C1 is similar to case C2. A: The right to reproductive freedom already
Analogy P2: A is true (false) in case C1. includes assisted reproductive technologies such as

C: A is true (false) in case C2 in-vitro fertilization. Cloning humans could be
seen as another assisted reproductive technology.
D: Is cloning humans ethical?

Table 2. The 8 argument schemes, their representation in the form of premise (P) and conclusion (C), with example arguments (A) and debate (D) question.

a directed tree. Users can vote on the impact an argument has on
the tree’s parent claim, where impact is measured by the argument’s
veracity and relevance.

Several works have used Kialo for collecting and analysing argu-
ments (e.g. [1, 6, 7, 16, 17, 40, 41, 45]), with the majority concen-
trating on all topics available on the platform. Our focus is on ethical
reasoning. To this end, we analyse debates that address contempo-
rary ethical questions of societal importance. We manually selected
22 debates addressing a variety of ethical topics, ensuring coverage
of commonly discussed issues such as the death penalty and abor-
tion, while also ensuring no overlap between the debates’ topics (see
Table 3).3 Indeed, some Kialo debates are slight reformulations of
others (e.g. Should Aborting a Disabled Child Be Legal? and Should
abortion of disabled fetuses be allowed for the reason that the fe-
tus is disabled? cover a similar topic). Similarly, some debates cover
one argument that represents the central question of another debate
(e.g. arguments from Should Aborting a Disabled Child Be Legal?
can be found in the debate Pro-life vs Pro-choice: Should abortion
be legal?).

A frequent phenomenon in discussions is that some statements
tend to be over-debated. Thus, we manually analysed the arguments
in the selected debates and chose a subset of them as follows. We in-
clude all arguments directly linked to the thesis statement, along with
their sub-arguments (i.e. their supporting and attacking arguments).
Then, we filter sub-sub-arguments based on the impact score: if it
was higher than zero, the argument was included; if the impact score
was zero, the annotator’s estimation of the originality of the argument
was used, mainly to deal with the common phenomenon of (almost)

3 We acknowledge that the debates may predominantly reflect concerns spe-
cific to certain parts of the (Western) world.

identical arguments.

4.2 Annotating argument schemes

We use the Argument Scheme Key (ASK) [46] (see Section 2.2) to
annotate arguments with argument schemes. Enthymemes (see Sec-
tion 2.3) play a significant part in the annotation process as anno-
tators often have to fill in the missing parts in the arguments un-
der analysis in order to identify the corresponding argument scheme.
Often, the missing claim of the argument can be inferred from the
context of the debate. Thus, we first determine whether an argu-
ment is an enthymeme, in which case we reconstruct the implicit
premise/conclusion from the parent argument or the thesis statement
from Kialo.4 For example, consider the following argument from the
debate Pro-life vs Pro-choice: Should abortion be legal?.

A: “Access to legal abortion improves the health and safety of
pregnant people.”

A is an enthymeme whose implicit conclusion is assumed to be the
thesis statement “pregnant people should have the right to choose
abortion”, which directly responds to the debate’s central question
“Should abortion be legal?”. Thus, we consider the complete argu-
ment to be the following.

A′: “Access to legal abortion improves the health and safety of
pregnant people, so pregnant people should have the right to
choose abortion.”

4 Whilst we take this approach to reconstruct arguments, various interpreta-
tions may be suitable.
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Although we use A′ to annotate A, A is the argument we include
in the dataset to avoid introducing biases. The ASK path correspond-
ing to the steps taken in classifying argument A′ is shown below,
resulting in the identification of the scheme argument from positive
consequences.

1. Argument relies on a source’s opinion or character: No
2. Conclusion is about a course of action: Yes
3. Argument focuses on the outcome of the action: Yes
4. Conclusion promotes a positive outcome: Yes
5. Course of action assists someone else: No
6. Course of action promotes a goal: Yes

We identified 45 argument schemes out of the 60 defined by Wal-
ton [51]. However, nearly half of these had a frequency of less than
10. Our dataset contains the most prevalent argument schemes (i.e.
with a frequency higher than 50), and includes 8 argument schemes
for 686 pairs of arguments and the central question of the debates
from which they were extracted.5 Table 2 shows the 8 argument
schemes and examples from our dataset.

4.3 Dataset statistics

Table 3 shows the number of arguments for each debate in our
dataset. We computed the frequency, distribution, and average token
length of arguments for each argument scheme in our dataset, which
are summarised in Table 4.

Debates Args

1. Should all drugs be legalized? 54
2. Pro-life vs Pro-choice: Should abortion be legal? 42
3. Should schools close during the Covid-19 pandemic? 40
4. Would the world be a better place without humans? 37
5. Should euthanasia be legalized? 35
6. Has social media been good for humanity? 34
7. Should all humans be vegans? 34
8. Should individuals sentenced to life in prison be
allowed to choose death instead? 33
9. AI: Should an Artificial General Intelligence (AGI)
be created? 32
10. Do people have a right to not wear a mask in public
spaces during the COVID-19 pandemic? 32
11. Is it OK to incentivise moral behavior? 31
12. Should unpaid internships be banned? 31
13. Should Covid-19 vaccines be mandatory? 31
14. Is cloning humans ethical? 30
15. Is it ethically wrong to watch pornography? 30
16. What’s the right solution to the trolley problem? 30
17. Is cannibalism ethically permissible? 27
18. Should the death penalty be abolished? 27
19. Do we have a moral duty to intervene in nature to
limit animal suffering? 26
20. Is capitalism the most moral system? 18
21. Free Will or Determinism: Do we have free will? 17
22. Are moral properties natural properties? 15

Table 3. The ethical debates and the number of arguments in EthiX.

To ensure annotation quality, a second annotator — a PhD stu-
dent with expertise in explainable AI — labelled arguments from
three debates (debates 10, 13, and 17 from Table 3), amounting to

5 We chose to include the debate question as opposed to the thesis statement.
While the question is neutral, the thesis statment adopts a stance.

Scheme Fr Distr Avg Tok

Arg from Example 120 0.17 25.2
Arg from Values 118 0.17 22.4
Arg from Pos. Conseq. 96 0.14 19.5
Arg from Cause to Effect 87 0.13 25.8
Arg from Expert Opinion 81 0.12 23.8
Arg from Neg. Conseq. 78 0.11 18.9
Arg from Alternatives 56 0.08 22.9
Arg from Analogy 50 0.07 22.5

Table 4. Frequency (Fr), distribution (Distr), and average token length
(Avg Tok) for each class.

approximately 13% of the total number of arguments. One of this
paper’s authors, who was involved in data annotation, provided the
second annotator with a comprehensive introduction to Walton’s tax-
onomy as well as examples of natural language arguments for each
argument scheme, followed by a thorough explanation of the classi-
fication process (i.e. ASK) with further examples and a collaborative
exercise involving the annotation of ten arguments. To evaluate the
agreement, we calculated Cohen’s Kappa [19] and obtained κ=0.523,
which indicates moderate agreement, similar to other tasks in argu-
ment mining [22].

Two argument schemes had low agreement: argument from cause
to effect and argument from alternatives. The low score for the for-
mer can be attributed to its corresponding path in ASK [46], which
attempts to distinguish it based on the distinctive property of ‘causal-
ity’ (see Table 5), a feature that can be easily mistaken with the
general structure of reasoning present in argument schemes (if-then
statements), making it less detectable. We believe the low score for
argument from alternatives stems from the fact that often, in day-to-
day arguments, the alternatives compared are not necessarily mutu-
ally exclusive. Overall, we believe the disagreements are due to the
inherent complexity of the annotation task, exacerbated by the inter-
pretative skills required for identifying enthymemes.

47 (45). Argument relies on a causal relation . . . . . . . . . . . . . . . . .48.
- Argument does not specifically rely on causality . . . . . . . . . . . . 49.
48. Argument relies on a known causal relation . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Argument from cause to effect
- Argument establishes a new causal relation . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . Argument from correlation to cause

Table 5. The step in ASK leading to argument from cause to effect.

5 Argument scheme classification in ethical debates

Determining argument schemes in ethical debates is a multi-class
classification task with two inputs: the argument and the central ques-
tion of the debate for which the argument was put forward. We eval-
uate pre-trained language models fine-tuned on our dataset.

5.1 Experiments

We experiment with six different models, BERT [5], RoBERTa [26],
DeBERTa [13], ELECTRA [4], XLNet [53], ERNIE [54], as well as a
random baseline where each test instance is randomly assigned from
the eight classes with equal probability. We split the data into train
(70%), test (20%) and validation (10%) sets, ensuring that each set
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contains examples from each debate. We performed hyper-parameter
search on the validation set and selected the best-performing combi-
nation from the following values: {8, 16, 32} for batch size, {3,4,5} ×
10−5 for learning rate, and {1, ..., 50} for training epochs. We report
the precision, recall and average macro F1.

Furthermore, we conduct cross-topic experiments to evaluate how
well the models generalise to an unseen topic debate. The experi-
ment was conducted 22 times, each time training on 21 debates and
testing on the remaining, in order to evaluate the models’ robustness.
Moreover, we also evaluate the performance of the models on a topic
when limited examples for that topic are present in the training data.

5.2 Results & Discussion

Which model performs the best? Table 6 shows the best perfor-
mance of each model on the test set, with the best scores per met-
ric highlighted in bold. ERNIE yields the highest macro F1 of 0.63,
while the other models achieve a similar performance, with F1 equal
to or below 0.55.

Model Precision Recall F1

Random baseline 0.09 0.08 0.08
BERT 0.54 0.52 0.53
RoBERTa 0.56 0.54 0.55
DeBERTa 0.57 0.54 0.54
ELECTRA 0.55 0.52 0.53
XLNet 0.60 0.56 0.55
ERNIE 0.65 0.62 0.63

Table 6. Results for the multi-class classification task on the test set.

Which argumentation schemes pose a challenge to the models?

The most misclassified scheme in the first experiment was argument
from expert opinion, which was mostly classified as argument from
example and argument from positive consequences. The fact that the
argument from expert opinion was found to be the most misclassi-
fied can serve as an indication of the distinctive properties of source-
based arguments, i.e. the arguments that correspond to step 2 from
ASK (see Table 1), also called ‘second-order’ [47]. They do not relate
directly to the original standpoint (they are epistemological in nature)
and they can be seen as having ‘first-order’ arguments embedded. An
argument from expert opinion incorporates an unexpressed premise
that an argument has been uttered from a person with expertise and
that is generally indication of it being true and acceptable. Consider
the following example:

Example 1. Argument taken from Do people have a right to not wear
a mask in public spaces during the COVID-19 pandemic?

“We should wear masks in public places because WHO says so.”

This example can be interpreted as having the format ‘We should
do something because it is good’, indirectly communicated by a
source of expertise. Thus, the more complex, second-order argument
from expert opinion can be perceived to embed the format of a first-
order scheme, argument from positive consequences.

How well do models generalise to an unseen topic? We report
the best performance of each model for the cross-topic experiments
in Table 7. ERNIE yields the highest macro F1, while BERT and
DeBERTa achieve the lowest recall.

The most misclassified scheme was argument from cause to effect,
which was classified as an argument from example or an argument
from analogy. Indeed, argument from cause to effect was also the

Model Precision Recall F1

Random baseline 0.12 ± 0.18 0.11 ± 0.19 0.10 ± 0.14
BERT 0.46 ± 0.10 0.40 ± 0.07 0.47 ± 0.08
RoBERTa 0.58 ± 0.09 0.51 ± 0.07 0.51 ± 0.08
DeBERTa 0.64 ± 0.22 0.41 ± 0.20 0.44 ± 0.19
ELECTRA 0.59 ± 0.09 0.52 ± 0.07 0.51 ± 0.07
XLNet 0.62 ± 0.13 0.50 ± 0.11 0.50 ± 0.09
ERNIE 0.59 ± 0.12 0.52 ± 0.08 0.52 ± 0.09

Table 7. Results for cross-topic experiments.

scheme that scored the lowest in inter-annotator agreement. As ex-
plained in Section 4.3, we believe this is because of the nature of the
scheme since its distinctive feature (i.e. causality) can be identified
in other schemes as well, while its corresponding path in ASK does
not succeed in efficiently distinguishing it. The following is an exam-
ple of a cause to effect argument misclassified as an argument from
example. The two argument schemes share many common features,
also reflected in the ASK.

Example 2. Argument from Should individuals sentenced to life in
prison be allowed to choose death instead?

“Since many prisoners suffer from mental health conditions, a
prisoner who desires euthanasia as a product of poor mental health
cannot be considered to be making a voluntary decision.”

A similar phenomenon was observed for argument from analogy
and argument from example, which are closely related in the ASK al-
gorithm (the differentiation between the two relies on only one step).
Often one would be misclassified (by both models and annotators) as
the other, and vice versa. An example can be found below.

Example 3. Argument from Should individuals sentenced to life in
prison be allowed to choose death instead?

“Medical practitioners follow scientific standards to determine
whether patients possess autonomy and the capacity to make an in-
formed choice. Such requirements could also be applied to prisoners
in these circumstances.”

How do models adapt to new topics? In addition to the cross-
topic experiments, we evaluated the performance of the models on a
topic when limited examples for that topic are present in the training
data. In our train-test splits for the first experiment, we ensured that
each set contains examples from each debate. In this experiment, we
used different percentages of randomly sampled data from the train-
ing data of Debate 1 Should all drugs be legalized? as it has the
largest number of examples (see Table 3). Figure 3 shows the mod-
els’ performance on the test set according to the amount of data from
Debate 1 in the training set. Whilst the precision and recall of most
models improves when adding debate topic examples to the train-
ing data, the recall for XLNet decreases with the addition of further
examples.

What are the challenges in annotating argument schemes? One
of the main challenges arises from interpretation and processing of
enthymemes. During annotation, more than half (52%) of claims
consisted of a single statement with the conclusion left implicit (as
can also be observed in Table 2). This often meant that the dialectical
impact of an argument was less evident, given that it is typically an
argument’s conclusion that identifies the target being attacked. The
CQs associated with the schemes were crucial for enthymeme com-
pletion.
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Figure 3. Performance of models on the test set according to the amount of data from Debate 1 (Should all drugs be legalized?) in the train set.

Additionally, a major hurdle in argument classification is the fact
that an argument can often (seem to) fit multiple argument schemes.
Consider the following argument.

Example 4. Argument taken from Pro-life vs Pro-choice: Should
abortion be legal?

A: “The war on drugs is a good example of why prohibition does
not work. Criminalizing behavior may not deter that behavior as long
as incentives exist and may only compound the problem without ad-
dressing the underlying cause.”

Argument A can be seen as both an argument from example and an
argument from analogy. In A, a clear analogy is made between drugs
and abortion and how prohibiting does not stop either. However, there
is also an inductive generalisation drawn from a specific historical
fact which can be interpreted as an argument from example. This
issue emerges also in cases where certain schemes are sub-schemes
of others, such as in the case of argument from negative consequences
and argument from danger, since danger is a special case of negative
consequences.

6 Conclusion and future work

We presented EthiX, a novel dataset of 686 arguments labelled with
eight schemes defined by Walton et al. [51], and spanning 22 topics,
specifically designed for the classification of argument schemes in
ethical debates. By incorporating user-generated arguments from a
debate platform, EthiX offers a structured approach to understanding
and classifying forms of reasoning that are commonly employed in
argumentative discourse. Specifically, our work aims to provide a re-
source that captures the complexity of human reasoning across a di-
verse range of ethical topics. Additionally, we proposed a baseline to
stimulate future research in this area. Despite the inherent challenges
of argument scheme classification, our results demonstrate that the
task, while complex, is feasible with carefully curated data and ap-
propriate computational models.

There are several avenues for future work. We plan to integrate
critical questions so as to semantically enrich argument classifica-
tion; in particular the semantic relationships amongst arguments.
CQs identify the ways in which premises and inferential steps in ar-
gument schemes can be challenged or supported. They can then po-
tentially be used to annotate attacking and supporting relationships

between arguments, therefore enabling mining not just of arguments
per.se., but also the dialectical relationships between arguments.

Furthermore, we are currently developing schemes and critical
questions (AS&CQs) specialised for ethical reasoning, based on well
studied philosophical ethical theories. Our long-term objective is to
use AS&CQs to scaffold both individual agent ethical reasoning, and
reasoning as conducted through dialogue and debate amongst human
agents, and human and AI agents [28]. This entails accounting not
only for how humans descriptively engage in ethical reasoning (the
primary focus of this paper), but providing prescriptive guidance for
how agents should ideally reason about ethical issues. Note that the
schemes identified in our dataset do not all necessarily correspond to
one ethical theory. However, there are alignments: arguments from
positive/negative consequences align with consequentialism, argu-
ments from values align more with virtue and duty/deontological
ethics (schemes justifying actions can also be interpreted as deonto-
logical rules), whilst arguments from example could be used by both
theories. We aim to develop AS&CQs that directly draw on these
various ethical theories and their nuanced refinements; for instance,
AS&CQs that accommodate varieties of consequentialism (with a
focus on utilitarianism), deontology, and virtue ethics, and the nu-
anced ways in which arguments drawing on these theories are chal-
lenged. For example, ad hominem arguments6 could be framed as
virtue ethics based challenges to consequentialist arguments (e.g. in-
dividuals advocating actions on consequentialist grounds are some-
times challenged given that in so doing, they reveal some deficit in a
virtuous character trait).

In respect of the above long term objectives, we are also investigat-
ing how AS&CQs can be utilised by large language models (LLMs)
to structure their outputs. Indeed, initial results show that LLMs can
generate both concrete individual arguments, and, when appropri-
ately prompted, dialogues constituted by multiple arguments, and
moreover recognise the schemes these arguments instantiate. The an-
ticipated use of LLMs to support decision making will require human
input if decisions are to be aligned with human values and ethically
salient preferences. The use of AS&CQs to scaffold dialogues for
joint human-AI decision making is a potentially promising approach
to support value alignment.

6 Ad hominem arguments (based on criticisms of character) are commonly en-
countered in everyday discourse and debate. They are underrepresented in
our dataset, most likely because the Kialo platform emphasises the contents
of claims and arguments over individuals.
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