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Abstract. Point of Interest (POI) recommender systems (RSs) play
a primary role in improving Location-based Social Networks’ user
experience. This paper studies the potential usefulness of serendipity
in POI recommendations. We first introduce a new POI RS, called
DISCOVERY, that attempts to improve the accuracy-serendipity
trade-off. The proposed RS aims to recommend POIs that provide
a pleasant surprise, allowing users to discover new venues known
as serendipitous POIs. We then look closely at how serendipity af-
fects the quality of POI suggestions by contrasting the outcomes of
DISCOVERY with those of three cutting-edge non-serendipitous POI
RSs. We use two real-world datasets—Foursquare and Flickr—along
with a variety of metrics to test our ideas. These include (i) accuracy,
which checks the precision, recall, and f-measure of Top-N recom-
mendations; and (ii) beyond-accuracy, which checks the categorical
and geographical diversity, explainability, and coverage in terms of
POIs. The reported experimental observations show that serendip-
ity boosts POI recommendation accuracy and favors geographically
proximate and explainable POIs. However, standard POI baselines
outperform DISCOVERY in terms of categorical diversity and cover-
age.

1 Introduction

With the emergence of Location-based Social Networks (LBSNs)
such as Yelp and Foursquare, users can share their experiences via
check-ins to Points of Interest (POIs) about locations they have vis-
ited, such as restaurants and tourist spots. The main task of POI Rec-
ommender Systems (RSs) is to propose interesting POIs to users to
improve their experiences. This task is essential and helpful for res-
idents and tourists to explore interesting locations in a city. It also
offers the opportunity for POI owners to attract more potential vis-
itors and increase their revenues. Traditionally, the effectiveness of
RSs is judged by accuracy [15]. However, restricting the evaluation
to accuracy metrics may cause the “filter bubble” phenomenon raised
when users are trapped in limited options that are too similar to their
profile [26, 6, 34]. Consequently, they can overlook any opportu-
nity to explore more options, and the RS falls into the “overspecial-
ization” or “lack of serendipity” problem. The original serendipity
definition is “[...] making discoveries, by accidents and sagacity, of
things which they were not in the quest for [...]” [33]. Serendipity
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defines the user’s surprise when receiving a relevant recommenda-
tion, which means that the latter should be at the same time relevant
to his interests and unexpected. Hence, serendipity guarantees accu-
racy and positive emotional reactions raised by the RS suggestion [5].
However, the benefits of serendipity for RSs are still unclear since it
is tricky to measure its sought-after “surprising aspect”. Thus, decid-
ing whether the serendipity would lead us to higher users’ satisfac-
tion with the recommendations [18]. For that reason, the authors in
[27] have studied how serendipitous suggestions enhance users’ en-
gagement and social perceptions of RSs. Their findings show that
serendipitous recommendations enhance the rewarding experience
of using a RS and promote users to attribute more sociable quali-
ties to the RS. Unlike some scenarios where RSs need only to rec-
ommend relevant and familiar items, for example, social connection
recommendations, serendipity is a primary element for recommend-
ing POIs. Motivated by the lack of a recommendation approach that
considers the serendipity concept to suggest POIs, this paper intro-
duces a new recommendation method that recommends POIs that
provide a happy accident or pleasant surprise. In doing so, we allow
the user to discover new venues called serendipitous POIs. Further-
more, we also pay heed to measuring the effect of serendipity on the
quality of POI recommendations. Indeed, we compare the results of
our serendipitous RS versus three state-of-the-art non-serendipitous
POI RSs. The overarching research questions are as follows: (1) How
do we measure the perception of serendipity in the context of POI
RSs? (2) Can the suggestion of a non-obvious recommendation af-
fect the accuracy of the RS? and (3) What is the impact of serendipity
on beyond-accuracy objectives?

The rest of the paper is organized as follows. We start by reviewing
POI RSs and the existing works in the field of serendipitous recom-
mendations in Section 2. Then, we briefly summarize the preliminar-
ies and the problem definition in Section 3. In Section 4, we thor-
oughly describe our serendipity-driven POI RS. Section 5 shows the
experimental evaluation aiming to study the effect of serendipity on
the quality of POI recommendations. Finally, Section 6 summarizes
our work with a discussion of plans for future research directions.

2 Related Work

In this section, we scrutinize the recent research related to POI rec-
ommendation and serendipity-oriented algorithms.
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2.1 POI Recommendation Systems

Recently, POI RSs have played a primary role in improving LBSN
users’ experiences [30]. The authors in [20] have proposed a rank-
ing based on the geographical factorization method, called Rank-
GeoFM, which considers the geographical influence in recommend-
ing POIs. The critical contribution of this method is the use of both
visited and unvisited POIs in learning the ranking function, which has
contributed to alleviating the sparsity problem. The temporal and ge-
ographical contexts have been captured by the spatial-temporal pre-
diction method using a recurrent neural network model [21]. The
proposed model has demonstrated an exceptional ability to manage
continuous data. The sequential data representation is based on the
geographical distances between POIs and the time intervals between
nearby behaviors. A geographical model, called LGLMF, was pro-
posed in [28], which considers the users’ central activity region and
the popularity of locations in this region. Later, the authors came
up with a new spatio-temporal activity-centers model, called STACP
[29]. It takes into account geographical and temporal factors to model
users’ behavior and solve the problem of not having enough data.
The authors of [23] suggested a recommendation model that uses a
self-attentive encoder to figure out the nonlinear user-POI relation-
ships and the level of user preference in a number of different areas.
A new approach based on word2vec architecture was introduced in
[8]. The proposed model, named POI2Vec, leverages the geographi-
cal influence of POIs to predict the potential visitors to a location in
the next few hours by aggregating user preference and POI sequential
influence. Recently, the authors in [10] introduced the DAN-SNR ap-
proach. The latter has incorporated the social influence of each user’s
friends to compute the following POI recommendation based on a
deep attentive network for social-aware following POI recommenda-
tion. The authors in [9] have proposed RELINE, which embeds eight
relational graphs into one shared latent space. The latter includes
the geographical proximity, social and temporal, and user preference
dynamics for making recommendations. The proposed system has
demonstrated remarkable performance in both cold-start POIs and
user issues. The authors in [19] have proposed a new tour RS that
considers the personalization of the travel destination’s characteris-
tics. Based on his tour history, the proposed RS quantifies the user’s
personal preference for each travel-related aspect, including diver-
sity, popularity, and distance. Finally, after summing the personalized
scores for each aspect, it recommends the top-N POIs.

2.2 Serendipity in Recommendation Systems

The concept of serendipity is one of the primary vital aspects that
has attracted researchers in the field of RSs [4, 38]. In the context
of RSs, serendipity refers to the ability of a RS to suggest items that
enable users to come across relevant but still pleasantly surprising
items that they would not have discovered by themselves [5, 26]. Ac-
cordingly, a serendipitous recommendation may be defined by novel,
unexpected, but still valuable and relevant items [17]. The relevance
of an item is usually related to its closeness to the user profile [6].
Novelty occurs when a RS suggests an unknown item that the user
could not discover autonomously [32]. However, the unexpectedness
assessment is not apparent. The content-based approach proposed in
[11] was the first to introduce serendipity in RSs. The authors applied
a supervised learning method based on items’ textual descriptions
to predict the probability of relevance of an unseen item to a given
user. We consider the items that the RS is uncertain about, meaning
they are neither relevant nor irrelevant, as potentially serendipitous

and suggest them as recommendations. In [2], a new approach to
recommending unexpected items was introduced. The latter identi-
fies expected items by the user and then derives unexpected ones.
The expected items define items rated by the user and those simi-
lar to these latter. In [22], the authors proposed a new method for a
serendipitous item recommendation, which makes the ranking sen-
sitive to the popularity of negative examples. This method extends
traditional personalized ranking methods by considering item popu-
larity in AUC optimization to improve accuracy and serendipity.

It is of utmost importance to differentiate serendipity from diver-
sity [7, 17]. Diversity applies primarily to sets of items and pertains
to how dissimilar items are based on their properties, such as gen-
res or locations, while serendipity is an item-level property involving
the comparison of the recommended items with the user profile. Un-
like diversity, serendipity requires relevance. Novelty, often confused
with serendipity, includes unpopular and dissimilar items but lacks
the necessity of relevance. Serendipitous items are both relevant and
unexpected, distinguishing them significantly from items a user rates
in a RS, a distinction that novel items may not necessarily share.

To sum up, mainly accuracy metrics have been considered to gen-
erate or evaluate RSs by assessing how well the output of a RS
matches a proportion of known withheld items. Since accuracy alone
cannot guarantee satisfactory recommendations, beyond-accuracy
concepts were employed to evaluate the recommendation results. It is
worth noting that only the authors in [22] introduced a serendipitous-
based ranking method. The latter investigates the relationship be-
tween accuracy and serendipity by taking into account item popu-
larity. However, to the best of the authors’ knowledge, no previously
published research in the POI recommendation domain takes advan-
tage of the serendipity concept to recommend top-N venues.

3 Preliminaries and Problem Definition

We define the POI recommendation problem and its key components.

Definition 1. (User) is a unique user u ∈ U registered on the LSBN
and described by the collection of all his check-ins.

Definition 2. (POI) is a unique location l ∈ L in which users
checked in and represented as: < lid, long, lat, categ >.

Definition 3. (Check-in) is a record that represents a user u checks-
in at a location l at the timestamp t, represented as the triplet: c =<
u, l, t >, where u ∈ U , l ∈ L, and t is a timestamp. Each check-
in can be performed only by one user, but the same user may have
multiple check-ins.

Definition 4. (Neighboru) is the set of the most similar (nearest)
users to the user u, defined by users who mostly visited the POIs vis-
ited by u. The threshold of the number of commonly visited locations
is fixed by the parameter α.

Definition 5. (Serendipity-based POI recommendation problem)
given a user u with a check-in location history Lu, predict the top-N
serendipitous POIs—those that are simultaneously relevant, unex-
pected, and novel—that the user would likely want to visit, excluding
those already in Lu.

4 DISCOVERY: a serendipity-based POI
recommender system

This section introduces DISCOVERY, a serendipity-based POI RS,
which consists of recommending locations that provide a pleasant
surprise, allowing the user to discover new venues.
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4.1 Computing Relevance

Relevance is a user-specific notion that defines users’ interest in items
[32]. Relevance can be measured using multiple judgments [17]. In
the remainder, we define a POI as relevant to a user u if a user v ∈
Neighboru has visited this location. Given a list of visited POIs by
u denoted Lu and a neighborhood of u denoted Neighboru, the
relevant POIs to u are computed as shown in Eq. 1.

Relevant_POI(u) =
⋃

v∈Neighboru

Lv \ Lu (1)

4.2 Computing Unexpectedness

Unexpectedness reflects how dissimilar a suggested item is to a user
profile [14]. As we look at POI RS (c.f. Eq. 2), we define unexpect-
edness by the point-wise mutual information (PMI) that shows how
similar two places are based on the number of users who have been
to both places and each place separately.

PMI(i, j) = log2
p(i, j)

p(i)p(j)
/ − log2 p(i, j) (2)

where p(i) is the probability that any user has visited the location i
and p(i, j) represent the likelihood of a user visiting locations i and
j simultaneously. Thus, PMI ranges from −1 to 1, where −1 indi-
cates that two locations are never visited together, while 1 indicates
that two locations are always visited together. To assess the level of
unexpectedness of a location l to a user u, we compute its PMI with
each visited location in Lu. Then, we calculate the average of the
PMI value across the locations from the user’s visits Lu (c.f. Eq. 4).
Based on the PMI, the list of unexpected locations for a user u is
defined by Eq. 3, where Lu is the user’s history of visits (i.e. the
set of visited locations). The threshold of 0 is chosen to include all
locations that the user is more likely to not visit, than to visit.

Unexpected_POI(u) =
⋃

i∈L

Unexpavgco−occ(i, u) |

Unexpavgco−occ(i, u) < 0

(3)

Unexpavgco−occ(i, u) =
1

|Lu|
∑

j∈Lu

PMI(i, j) ; where i ∈ L (4)

4.3 Computing Novelty

The novelty is defined in [32] through the distance between an item
and a user’s consumption. In the remainder, the term novel POI
stands for a relevant (or even irrelevant) POI that a user has never
visited in his life [16]. Therefore, we compute a POI’s novelty based
on its semantic distance from all the locations a user has already vis-
ited. The novelty score ranges from 0 to 1, where a value near to 0
indicates that the POI lacks novelty. As detailed in Eq. 6, to decide
whether a location i ∈ L is novel for a user u, we compute its dis-
tance to all the locations in the user’s history of visits j ∈ Lu and
take the average value as the overall novelty value. Finally, i is con-
sidered novel whenever the obtained average distance is higher than
0.5 (c.f. Eq. 5).

Novel_POI(u) =
⋃

i∈L

novdist(i, u) | novdist(i, u) >= 0.5 (5)

novdist(i, u) =
1

|Lu|
∑

j∈Lu

dist(i, j) (6)

where dist(i, j) indicates the distance between locations i and j, and
is formalized as detailed in Eq. 7.

dist(i, j) = 1− sim(i, j) (7)

sim(i, j) = similarityspaCy(categoryi, categoryj) (8)

where sim(i, j) is a semantic similarity between locations i and j
(sim(i, j) ∈ [0, 1]). Below, we figure out how similar two words
are based on their location category using the spaCy library (see Eq.
8). Here, categoryi and categoryj are the LSBN categories of lo-
cations i and j, respectively.

4.4 Serendipity-based Algorithm for POI
Recommendations

We refer to serendipity as the ability of a RS to suggest
serendipitous POIs and two variations for serendipity are used: (i)
Serendipitous_POIv1 that considers only the relevance and the
unexpectedness aspects to define the serendipity [24, 14] (c.f. Eq. 9);
and (ii) Serendipitous_POIv2 where serendipitous POIs are rele-
vant, novel, and unexpected [31, 11] (c.f. Eq. 10).

Serendipitous_POIv1(u) = Relevant_POI(u)

∩ Unexpected_POI(u)
(9)

Serendipitous_POIv2(u) = Relevant_POI(u)

∩ Unexpected_POI(u) ∩Novel_POI(u)
(10)

We select the top-N serendipitous POIs from the intersection of the
computed POI lists, prioritizing those with the highest visit counts,
to help the user discover the most serendipitous iconic places in a
city.

5 Experimental Study

We carried out several experiments to provide evidence of the po-
tential usefulness of leveraging serendipity in POI RSs. To do so,
we compared the top-N recommendation list generated by the DIS-
COVERY algorithm versus those lists suggested by three other non-
serendipitous baselines.

5.1 Datasets Description

We use two real-world datasets from Foursquare1 [36] and Flickr
[12]. Their main characteristics are presented in Table 1.

Table 1: Dataset statistics.
Dataset LBSN Users POIs Check-ins Categories

Tallinn Flickr 1,911 1,054 12,413 13
New York Foursquare 1,083 38,333 227,428 250

The Foursquare dataset, with a sparsity of 99.45%, includes
check-in data in a big city, i.e. New York City (USA). Each check-in
is defined by: “User ID”, “Venue ID”, “Venue category ID”, “Lati-
tude”, “Longitude”, and “Timestamp”. The Flickr dataset is collected
in a small city, i.e. the city of Tallinn (Estonia) and has a sparsity of
99.38%. The dataset provides user tours (check-in sequences) for
different POIs, where each check-in is defined by: “user ID”, “POI
ID”, and “Timestamp” and each POI is described by: “Latitude”,
“longitude”, “view”, “category”, “image IDs”, “tags”, and “region”.
We partition each dataset into training data (the earliest 70% check-
ins) and test data (the most recent 30%) for each user.
1 https://sites.google.com/site/yangdingqi/home/foursquare-dataset
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5.2 Evaluation Metrics

To assess the impact of serendipity on the quality of the recom-
mendations, we use metrics to assess the accuracy, including Preci-
sion@N, Recall@N, and F-measure@N, as well as beyond-accuracy
metrics, including Coverage@N, ILDGeo@N, Diversity@N, and Fi-
delity@N, with N ∈ {5, 10, 15, 20}. It is worth mentioning that
none of these evaluation metrics capture serendipity, since our model
primarily focuses on this concept to generate recommendations.
Thus, it does not make sense to recompute it to compare our model
versus the other non-serendipitous baselines.

5.2.1 Accuracy Evaluation

(1) Precision is defined by the number of relevant recommendations
divided by the total number of items recommended by the RS. The
precision is defined by Eq. 11, where Rec_ListNu refers to the list
of recommended items @N to the user u and Rel_Listu defines the
list of relevant items @N to u.

Precision@N =
1

|U |
∑

u∈U

|Rec_ListNu ∩Rel_Listu|
|Rec_Listu| (11)

(2) Recall is defined by the number of relevant items recommended
by the RS divided by the number of existing relevant recommenda-
tions. The Recall is defined by Eq. 12.

Recall@N =
1

|U |
∑

u∈U

|Rec_ListNu ∩Rel_Listu|
|Rel_Listu| (12)

(3) F-measure is defined as the harmonic mean of precision and re-
call. The F-measure is defined in Eq. 13.

F −measure@N = 2 ∗ Precision@N ∗Recall@N

Precision@N +Recall@N
(13)

5.2.2 Beyond-Accuracy Evaluation

(1) Coverage refers to item coverage and measures the degree to
which the recommendations cover the catalog of available items [15].
In the remainder, as detailed in Eq. 14, the coverage is defined by the
fraction of POIs appearing in the users’ recommendation lists, where
Rec_ListNu is the set of top N recommendations generated for a user
u, U is the set of all users, and L is the POI catalog.

Coverage@N =

| ⋃
u∈U

Rec_ListNu |
|L| (14)

(2) ILDGeo defines the Average Intra-List Distance [4] and mea-
sures how different two POIs in the recommendation list are on aver-
age [13] (c.f. Eq. 15). In this paper, we are interested in evaluating the
geographical diversity of the generated recommendations. It is worth
mentioning that the lower the ILDGeo value, the closer the recom-
mended POIs are. Therefore, the user’s journey is more organized,
and his experience is better. As shown in Eq. 16, dissimilarity is de-
fined by the distance in kilometers between two POIs i and j and de-
noted kmDistance, where kmDistance is the kilometer distance
between two POIs computed using their longitude and latitude.

ILDGeou@N =

∑
i,j∈Rec_ListNu ∧ i�=j dissim(i, j)

|Rec_ListNu | ∗ (|Rec_ListNu | − 1)
(15)

dissim(i, j) = kmDistance(loci, locj) (16)

(3) Diversitymeasures the categorical diversity of the recommended
POIs [13]. The DivCat metric computes the number of unique cate-
gories included in the recommendation list (c.f. Eq. 17), where Cati
is the category to which the POI i belongs.

DivCatu@N = |
⋃

i∈Rec_ListNu

Cati| (17)

(4) Fidelity refers to the user-based neighbor style explanation,
which shows how a user’s neighbors rated the recommended item
[1]. Fidelity measures the percentage of explainable POIs in the Top-
N recommendations and aims to ensure more transparency, trustwor-
thiness, and persuasiveness. By explainable POIs, we mean those de-
termined based on the visits of similar users to the recommended POI
(c.f. Eq. 19), where Neighboru refers to the users who mostly vis-
ited the POIs visited by u, and Lv refers to the locations visited by
each user v in Neighboru.

Fidelityu@N =
|RecListNu ∩ Explainableu|

|Rec_ListNu | (18)

Explainableu =
⋃

v∈Neighboru

Lv (19)

5.3 Baseline Models

We compared the proposed approach with state-of-the-art POI rec-
ommendation approaches. As discussed in Section 2, there is a dearth
of works that focus on serendipity. Furthermore, our primary goal is
to show the effect of serendipity in POI recommendations by com-
paring our serendipity-driven approach versus other baselines that do
not heed this concept. The details of the compared methods are listed
below:
(1) STACP2 [29]: a Spatio-temporal algorithm that extracts the users’
mobility patterns according to the historical check-in centers of ac-
tivity depending on their current temporal state.
(2) LGLMF3 [28]: uses a logistic matrix factorization to formulate
the generated users’ main regions of activities by a local geographi-
cal model to recommend similar checked-in POIs in the zone of each
user’s activity.
(3) Rank-GeoFM4 [20]: a ranking-based matrix factorization model
that includes the geographical influence of neighboring POIs while
learning user preference rankings for POIs.
(4) Versions of DISCOVERY: to evaluate the impact of the novelty,
we use two versions of our model:

(a) DISCOVERYv1 is a simplified version of DISCOVERY, which
only considers the relevance and unexpectedness of POIs to generate
recommendations (c.f. Eq. 9).

(b) DISCOVERYv2 enriches the previous model with information
on the novelty of POIs (c.f. Eq. 10).

5.4 Comparison with Traditional Techniques

In the first series of experiments, we assess the usefulness of
serendipity by comparing DISCOVERY versus the non-serendipitous-
driven baseline methods in terms of accuracy. Next, we conduct a
comparison from a beyond-accuracy perspective. Finally, we discuss
the impact of novelty on serendipitous item recommendation results.
2 https://github.com/rahmanidashti/STACP
3 https://github.com/rahmanidashti/LGLMF
4 https://github.com/dbgroup-uestc/cuiyue
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5.4.1 Accuracy-based comparison

In terms of accuracy, our serendipity-driven RS works much better
than methods that either a) learn users’ preferences and then use ge-
ography to affect them, like Rank-GeoFM; b) look at users’ mobility
patterns based on historical check-in centers of activity, like LGLMF;
or c) make users’ central regions of activity, like STACP. This is be-
cause we look at more information.
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Figure 1: Precision values comparison for N = 5, 10, 15, and 20 for
Tallinn dataset.
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Figure 2: Precision values comparison for N = 5, 10, 15, and 20 for
New York dataset.
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Figure 3: Recall values comparison for N = 5, 10, 15, and 20 for
Tallinn dataset.
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Figure 4: Recall values comparison for N = 5, 10, 15, and 20 for
New York dataset.
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Figure 5: F-measure values comparison for N = 5, 10, 15, and 20
for Tallinn dataset.
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Figure 6: F-measure values comparison for N = 5, 10, 15, and 20
for New York dataset.

5.4.2 Beyond-accuracy-based comparison

We look closely at how well serendipity works in POI RSs by com-
paring and contrasting DISCOVERY with other common methods us-
ing the beyond-accuracy metrics. As for the coverage and the diver-
sity, they are shown, respectively, in Figures 7–8 and Figures 9–10.
Both RankGeoFM and LGMF achieve high results, which means that
their recommendation results cover a high fraction of all POIs and
POI categories, especially with the Flickr dataset having a limited
number of POIs and categories compared to the Foursquare dataset.
At the same time, STACP achieves much lower coverage and diver-
sity than other methods. Our method’s results show that the use of
serendipity has led to limited diversity and coverage levels. These
findings were quite expectable since both versions of the DISCOV-
ERY algorithm deprioritize any POI similar to the previous check-ins.
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Figure 7: Coverage values comparison for N = 5, 10, 15, and 20 for
Tallinn dataset.

As for the geographical diversity expressed by the IDLGeo mea-
sure, the validation of the obtained results depends on the main goal
of the RS. Suppose we deal with an eco-friendly RS that prioritizes
the recommendation of geographically close spots to minimize the
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Figure 8: Coverage values comparison for N = 5, 10, 15, and 20 for
New York dataset.
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Figure 9: Diversity values comparison for N = 5, 10, 15, and 20 for
Tallinn dataset.
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Figure 10: Diversity values comparison forN = 5, 10, 15, and 20 for
New York dataset.
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Figure 11: IDLGeo values comparison for N = 5, 10, 15, and 20 for
Tallinn dataset.
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Figure 12: IDLGeo values comparison for N = 5, 10, 15, and 20 for
New York dataset.
use of transport and promote green transportation. In that case, we
can say that our method presents the most promising results, and
that our RS would present a pleasing addition to an urban mobil-
ity hub for promoting smart city planning and making cities smarter
and more sustainable (c.f. Figures 11 and 12). Besides, a tourist may
prefer receiving recommendation lists, where each one contains ge-
ographically close spots for better organizing his journey, especially
when visiting vast cities such as New York. Figure 12 shows that the
lowest IDLGeo values have been obtained with DISCOVERYv1 and
DISCOVERYv2. The gap between DISCOVERYv1 and the baselines is
more remarkable with small-sized recommendation lists IDLGeo@5
was improved by 356.86%, 385.64%, and 1, 010.82% compared to
LGLMF, STACP, and Rank-GeoFM. Otherwise, if the RS recom-
mends geographically distant POIs, our results are considered the
worst compared to traditional baselines, and serendipity negatively
affects this metric.

Both versions of DISCOVERY achieve the highest explainability in
terms of fidelity. Indeed, we adopt a neighbor-based collaborate fil-
tering approach to computing item relevance (c.f. Figures 13 and 14),
which is similar to the definition of explainability of neighbor style
proposed in [1]. For instance, in terms of explanibility@5, DISCOV-
ERY maintained an explainability of 100%, while other baselines var-
ied between 23.12% and 73.44% for the Tallinn dataset, and 0.82%
and 32.78% for the New York dataset. By and large, it comes out
that serendipity has improved the transparency of the RS by justify-
ing recommendations to enhance the user’s trust in the suggestions.
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Figure 13: Fidelity values comparison for N = 5, 10, 15, and 20 for
Tallinn dataset.

5.5 Impact assessment of Novelty

To assess the impact of incorporating novelty into the serendipity
definition, we compare the results obtained with DISCOVERYv1 ver-
sus those obtained with DISCOVERYv2. In our experiments, we vary
the size of the recommendation listN and measure the quality of the
two versions of our model.
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Figure 14: Fidelity values comparison for N = 5, 10, 15, and 20 for
New York dataset.

The novelty has considerably degraded the accuracy-based results
on the Tallinn dataset. We can see that the f-measure@20 decreases
by 39.62% when considering the novelty of items to be recom-
mended (c.f. Figure 5). However, for the New York dataset, the dif-
ference between the two versions, in terms of f-measure@20, is not
as noteworthy and is limited to 3.67% (c.f. Figure 6). Given that
the computation of novelty relies on the semantic similarity of POI
categories, we can infer that incorporating novelty into the serendip-
ity definition could enhance recommendation accuracy in datasets
with a sufficient number of POI categories, such as the New York
dataset. The same points are made about coverage and diversity when
DISCOVERYv2 does not work as well as DISCOVERYv1, especially
on the Tallinn dataset (see Figures 7 and 9), when the system may ex-
hibit a bias towards certain locations simply because they belong to
different categories. A more fine-grained semantic similarity calcula-
tion, which allows places in the same category to be semantically dis-
tant, could help to mitigate the negative impact of nevolty. However,
the integration of the novelty has decreased the IDLGeo results and
given rise to lists of elements geographically closer. For instance, for
IDLGeo@20 based on the Tallinn dataset, the geographical distance
between Top-20 POIs has been reduced by 29.93% (c.f. Figure 11).

5.6 Parameter Tuning

In this sub-section, we study the importance of parameter tuning.
We examine the impact of the user’s neighborhood size, defined by
the parameter α, on the performance of our model for both Tallinn
and New York datasets. For the Tallinn dataset (c.f. Figure 15), we
set the parameter α to a value between 1 and 8. For the New York
dataset (c.f. Figure 16), we set it to a value between 4 and 12. In all
of our experiments, there is a peak point where our model gets the
best performance. Our goal is to investigate to what extent common
behaviors can motivate users to visit a new location. Thus, the reg-
ularization parameter α defines the importance of social typical be-
havior influence. The main disadvantage of the precision-and-recall
setting is that precision typically decreases as N increases, whereas
recall increases as N increases. As a result, we used the f-measure
to calculate a trade-off between precision and recall and select the
optimal value of α. As underscored in Figures 15 and 16, the optimal
value of the parameter α is not the same for both datasets.

Due to space limitations, this paper presents figures only for
N = 20. Nonetheless, it should be mentioned that the results ob-
tained for other N values, i.e. N ∈ {5, 10, 15}, mirror those ob-
served for N = 20. For the Tallinn Flickr dataset, the highest f-
measure values were obtained with a user’s neighborhood equal to
5 for N ∈ {5, 10, 15, 20}. For the New York Foursquare dataset,
the highest f-measure result was reached with a neighborhood value
equal to 10 for N ∈ {5, 10, 15, 20}.
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Figure 15: The impact of the tuning parameter α on recommenda-
tion@20 precision, recall, and f-measure for Tallinn dataset.
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Figure 16: The impact of the tuning parameter α on recommenda-
tion@20 precision, recall, and f-measure for New York dataset.

6 Conclusion

This paper studied the usefulness of serendipity in POI recommen-
dations. We first built a new POI RS called DISCOVERY, where the
main idea was to shed light on the overlooked spots. We further de-
veloped two versions of our method based on two serendipity def-
initions to illustrate the effect of novelty on the quality of the rec-
ommendations. Our findings show that novelty has an adverse im-
pact on almost all experiments. Then, we compared the results of
our serendipitous-driven RS versus those obtained with traditional
POI RSs. Using the Foursquare and Flickr datasets, the experimen-
tal comparison demonstrated a positive impact of serendipity on the
accuracy of POI recommendations. It also supports the recommenda-
tion of geographically close and explainable POIs. Nevertheless, the
standard POI baselines have achieved the best categorical diversity
and coverage results.

Despite the encouraging outcomes of DISCOVERY, we are fully
aware that there is still room for improvement. A valuable direction
is to incorporate rich item features (e.g. payment method and ser-
vice) into the distance definition used to compute the novelty of the
POIs instead of just taking into account item categories. A variety
of factors [25], such as temporal and environmental influences like
weather, user companions, or the peak season period of the POI, may
be considered in the recommendation process. Additionally, we in-
tend to conduct a user-based study and compare our approach with
large language models for recommendations [3, 35]. This will en-
able us to assess the genuine perception of the recommendations as
serendipitous. We also plan to validate the generalizability of our
results by utilizing the global-scale check-in dataset [37] that en-
compasses data from 415 cities. This dataset offers a broad spec-
trum of user behaviors and diverse POI characteristics—including
categories, city types, country weather, and more. By leveraging this
variety, we aim to gain a deeper understanding of DISCOVERY’s
strengths and limitations across different scenarios.
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