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Abstract. Knowledge distillation (KD) facilitates student training
by transferring information beyond plain labels, specifically through
the categorical relationships from the teacher. However, this class
relationship knowledge is, by nature, easily dominated by a few
classes. This phenomenon prevents knowledge distillation from fully
extracting the knowledge of the teacher model, thereby impeding
the transfer of knowledge. To this end, we introduce a grouping
strategy to the knowledge distillation paradigm, termed Grouped
Logit Distillation (GLD). This strategy involves distilling knowledge
within each group and across all groups, potentially transferring rela-
tionships in a comprehensive manner. Furthermore, we delve deeper
into the grouping mechanism and attempt to incorporate a superclass

mechanism using information derived from features of the teacher
model. Our enhanced version, GLD++, performs knowledge distil-
lation more meticulously by organizing information based on super-
classes. We evaluate the effectiveness of our approaches through ex-
tensive experiments across standard benchmark datasets, obtaining
state-of-the-art performance.

1 Introduction

Deep learning has significantly advanced many fields, including
computer vision [8, 34, 35], natural language processing [16, 39],
and speech recognition [26, 7]. The efficacy of Deep Neural Net-
works (DNNs) stems from their over-parameterized architecture,
which extracts rich representative features from raw data. However,
the complexity of DNNs presents challenges in terms of compu-
tational requirements, particularly for mobile devices. To address
this issue, there is an increasing demand to reduce the computa-
tional cost and facilitate the deployment of deep learning models in
resource-constrained environments. Consequently, model compres-
sion, including knowledge distillation [9], quantization [6, 45], and
pruning [5], has become an important area. The primary objective of
these techniques is to maintain the high performance while enhanc-
ing their practicality and efficiency for broader applications.

Due to its easy implementation, Knowledge Distillation [9] (KD)
has emerged as a primary choice for mitigating the substantial com-
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putational demands in mobile scenarios. KD provides a solution by
facilitating knowledge transfer from a larger, computationally inten-
sive teacher model to a smaller, parameter-compact student model.
This involves training the student model to emulate the teacher’s be-
havior, leading to compact and capable models. Because of its ef-
fectiveness in reducing model complexity while preserving perfor-
mance, KD has become prominence as a key strategy for deploying
deep learning solutions in resource-constrained environments.

Existing KD methods can be categorized into two main branches:
logit-based and feature-based. As introduced in vanilla KD [9], Hin-
ton et al. conduct knowledge transfer on the prediction logits using
a temperature scaling strategy to transfer “dark knowledge”, or the
class relationship information, from the teacher to the student. The
alignment of logits between the teacher and student models facilitates
the transfer of categorical information. In contrast, feature distilla-
tion focuses on matching the intermediate features between teacher
and student models. This approach has gained popularity due to the
richness of the feature representations, often outperforming logit-
based distillation methods in various tasks. However, the increased
design complexity and computational overhead associated with fea-
ture alignment, particularly when the teacher and student models dif-
fer in size and architecture, present significant challenges.

Intuitively, one might expect logit-based methods to match the ef-
fectiveness of feature distillation given that logits encode higher-level
semantics. To identify potential weaknesses, we analyze the logits
outputted by the teacher network. We observe a pronounced skewed
distribution, where only a few class logits are highly activated, while
the vast majority of others remain near zero (in Sec. 3.2). Objectively,
such skew enables the network to classify certain classes with high
confidence. However, within the KD framework, this characteristic
restricts knowledge transfer, preventing full utilization of the rich re-
lational information among classes. Therefore, a more comprehen-
sive approach to distilling dark knowledge, that involves leveraging
the relationships among all categories, remains unexplored.

In this paper, we introduce a novel logit distillation technique
termed Grouped Logit Distillation (GLD). Within the GLD frame-
work, we separate the traditional distillation loss into two compo-
nents: inter-group and intra-group distillation losses. Specifically, we
categorize all classes into distinct groups and adjust the probability
distributions within each group to optimize learning. The intra-group
distillation loss aims to distill the relationships within each group’s
probability distribution, while the inter-group loss seeks to transfer
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Figure 1: Overall framework of our GLD (above) and GLD++ (below). GLD++ conducts K-means clustering on the feature from pre-trained teacher to generate superclass
mapping indices. Then we use the indices to group the logits in the hierarchical fashion.

the knowledge of probability distributions between groups. This ap-
proach enables efficient distillation of the teacher’s dark knowledge
regarding the relationships among various categories, thus alleviating
the knowledge gap present in existing KD approaches.

Furthermore, we strive to develop more effective strategies for
grouped distillation. Specifically, we adapt the principle of hierar-
chical categorization from biology science to knowledge distilla-
tion, classifying entities from classes to superclasses. This method
is based on the biological rationale of organizing entities according
to their evolutionary relationships. We argue that this approach can
be analogously implemented in our GLD framework. We propose the
superclass-aware grouped logit distillation (denoted as GLD++).
In this enhanced version, we introduce the concept of superclass to
present aggregations of classes with shared characteristics. Initially,
we perform clustering on the feature representation of the pre-trained
teacher to define superclass indices. We then align the logits of the
teacher and the student models according to these superclass indices.
The final phase involves implementing GLD on these aligned logits.
Through GLD++, our objective is to distill information that reflects
the hierarchical relationships among categories, thus improving the
precision of the knowledge transferred to the student model.

To validate the effectiveness of our proposed approach, we con-
duct a comprehensive series of experiments on standard benchmark
datasets. The results consistently show that our methods, denoted
as GLD and GLD++, surpass all contemporary state-of-the-art tech-
niques, including several prominent feature-based distillation meth-
ods, without increasing time costs. These findings underscore the ef-
ficiency and efficacy of our approach across various distillation sce-
narios, establishing it as a promising solution for knowledge distilla-
tion in deep learning.

Our main contributions can be summarized as follows:

• We identify a critical issue — the skewed distribution that plagues
current logit-based KDs. To address this, we introduce a group-
ing strategy to logit distillation by decoupling the conventional
KD loss into intra- and inter-group losses. We contend that this
paradigm facilitates distillation in a more fine-grained manner.

• Furthermore, we propose the enhanced version of GLD—
GLD++. GLD++ abstracts the superclass notion to benefit the sub-
sequent grouping distillation. To our best knowledge, this is the
first attempt to apply the hierarchy structure in biology to the dis-

tillation paradigm, which fully leverages the knowledge learned
from the pre-trained teacher.

• Our approach consistently outperforms state-of-the-art baselines
in extensive experiments, encompassing various network architec-
tures and diverse tasks, including classification and detection.

2 Related Work

In this section, we first provide a concise overview of prior research
in knowledge distillation, covering prevalent methods in both logit
and feature distillation. Subsequently, we review foundational studies
on clustering, a strategy we employ to generate superclasses.

2.1 Logit Distillation

Hinton et al. [9] first design the temperature scaling strategy on pre-
diction logits to distill the teacher’s dark knowledge of category pre-
diction probabilities. This approach is based on the premise that the
relational information within the probability distribution can pro-
vide additional supervision and crucial regularization [40]. Utilizing
this characteristic, logit distillation has demonstrated the potential
to improve generalization of student models. However, a significant
knowledge gap still exists, prompting further investigation into how
to transfer knowledge effectively. To narrow this gap, researchers
propose distinct methods to improve the efficiency of knowledge
transfer. For instance, Huang et al. [12] introduce the Pearson coeffi-
cient loss to boost the distillation process. Moreover, Zhao et al. [44]
astutely notice that directly minimizing the KL divergence of logit
distributions could impede effective knowledge transfer. To address
this, they decouple the conventional KD loss into two distinct compo-
nents: target and non-target losses. However, they still overlook the
primary reason for the skewed distribution that limits the utility of
the vanilla KD loss. To the best of our knowledge, we are the first to
introduce the grouping strategy within the KD framework to mitigate
the knowledge gap.

2.2 Feature Representation and Distillation

Feature representation is fundamental to the success of deep learn-
ing models. The field has evolved from relying on hand-crafted fea-
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tures to automated feature learning, which leverages complex trans-
formations and multiple levels of abstraction. Foundational works by
Krizhevsky et al. [20] and LeCun et al. [22] highlight the capability
of deep networks to extract semantically rich features from data, sig-
nifying a critical transition towards feature learning that can decipher
complex patterns within extensive datasets. The integration of feature
learning with knowledge distillation has since emerged as an effec-
tive strategy to overcome the limitations of logit distillation. This was
first introduced in FitNet [29], which encouraged student models to
mimic the salient features of their teachers. Subsequent methods have
further refined the alignment and transfer of knowledge from teacher
features, employing techniques such as attention mechanisms [41],
neural selectivity [13], and paraphrasing [18]. While these feature-
based distillation approaches have proven more versatile and effec-
tive than their logit-based counterparts, they pose challenges such
as size mismatches between teacher and student features, leading
to increased computational and memory demands. Unlike directly
aligning the feature representation for KD, our enhanced distillation
GLD++ utilizes features to construct the superclass clustering.

2.3 Clustering

Clustering is an essential technique for grouping entities with shared
attributes into distinct categories. Over recent decades, the litera-
ture on clustering strategies has expanded considerably. Foundational
methods such as K-means [1], hierarchical clustering [27], and DB-
SCAN [17] have established the groundwork for dividing data into
meaningful clusters. The K-means algorithm partitions data into K
separate, non-overlapping clusters by minimizing intra-cluster vari-
ance. In contrast, hierarchical clustering generates a dendrogram that
represents multilevel groupings of data based on a distance metric.
DBSCAN, meanwhile, is particularly effective at identifying clus-
ters of various shapes in dense regions, handling noise robustly, and
offering an alternative to centroid-based clustering. The goal of our
enhanced method, GLD++, is to ensure that each group, or super-
class, comprises semantically related categories. Clustering serves
as the optimal approach to achieving this goal. Specifically, we ap-
ply K-means clustering to the features extracted from a pre-trained
teacher network to define the mappings for superclasses.

3 The Proposed Method

Consider the training set D = (xi, yi)
N
i=1 with N training samples,

where xi denotes the i-th sample and yi the corresponding label over
C classes. The intermediate feature and the prediction logit of the i-th
instance are denoted as f i, zi, respectively. Moreover, their dimen-
sions are C and D respectively. In this section, we first discuss the
basic concept of KD. Subsequently, we identify the primary imped-
iment to the effectiveness of KD as the skewed distribution. To mit-
igate this issue, we introduce a novel methodology named Grouped
Logit Distillation (GLD). Finally, we illustrate an enhanced version
of the GLD — GLD++, which incorporates superclass relativity to
facilitate the grouping paradigm.

3.1 Vanilla Knowledge Distillation

The concept of knowledge distillation, initially introduced by Hinton
et al. [9], is designed for transferring knowledge from a well-trained
teacher model to a compact student. In this process, knowledge is

Figure 2: Histogram of logit and Soft-
max scores with different τ .

Figure 3: Probability distribution
upon grouped logits.

conveyed via the softened logits. Consequently, the optimization of
the loss function within the vanilla KD can be written as follows:

Ltotal = LCE + αLKD. (1)

The loss terms LCE and LKD represent the cross-entropy (CE) and
KD losses, respectively. The hyper-parameter α balances the two
losses. Specifically, LCE quantifies the discrepancy between the
model predictions and the ground truth labels y, as follows:

LCE(xi, yi) = −
C∑

j=1

yij log pij , (2)

where the probability distribution pi is computed on the prediction
logits z·,j (the j-th class) by the Softmax equation:

Softmax(z·,j , τ = 1) =
exp(z·,j(x)/τ = 1)∑
j′ exp(z·,j′(x)/τ = 1)

. (3)

The hyper-parameter τ is the temperature parameter that aims to
soften the probability distribution, and in the CE loss we use the pri-
mary probability distribution with τ = 1. A higher τ tends to smooth
the probability distribution across the classes, potentially highlight-
ing the relationships among the classes. Utilizing softened logits, the
KD framework facilitates the transfer of dark knowledge from the
teacher to the student by minimizing the Kullback-Leibler (KL) di-
vergence [15] between their respective prediction logits. The corre-
sponding KD loss can be expressed as follows:

LKD = KL(ptea||pstu) =
C∑

j=1

ptea
j log

ptea
j

pstu
j

, (4)

where ptea
i and pstu

i indicate the probability distribution on the i-th
instance from the teacher and student output, respectively. All the
prediction logits of the teacher and the student are scaled by temper-
ature τ > 1 as in Eq. (3).

3.2 Grouped Knowledge Distillation

We start with a toy example by randomly selecting an image from
CIFAR-100 and passing it through a pre-trained ResNet-18. The
probabilistic histogram for the image’s ground-truth class and 11
randomly selected other classes is displayed in Fig. 2 (The choice
of 12 classes is solely for better illustration.). This demonstrates that
only a few categories closely related to the target class exhibit sig-
nificantly high values, while the logits for other categories are nearly
negligible. Consequently, applying a uniform temperature to soften
the logits introduces challenges: a high temperature (τ = 10) flat-
tens all probability distributions, diminishing their ability to convey
meaningful semantic information, while a low temperature (τ = 2)
restricts the KD framework to the relative relationships among a nar-
row set of categories. Although softened logits provide broader in-
sights into category relationships compared to ground truth labels,
fully leveraging the teacher’s comprehensive understanding of rela-
tionships across all classes remains challenging.
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To address this challenge, we propose Grouped Logit Distilla-
tion (GLD). In the toy example mentioned earlier, we divide the 12
classes into 3 groups, with each group containing four classes, and
the ground-truth class placed in the first group. As shown in Fig. 3, by
grouping the prediction logits, we can uncover relationships among
categories (Groups 2 and 3) that previously exhibited low probabili-
ties (in Classes 4-11 of Figure 2), thus enabling a more comprehen-
sive distillation of the teacher model’s "dark knowledge." Assuming
we group C categories into G groups, with each group representing
a probability distribution for C

G
categories, we formulate the distilla-

tion loss function for intra-group probability distributions as follows:

Lintra =
G∑

g=1

KL(ptea
g ||pstu

g ). (5)

Here pg ∈ R
C/G denotes the probability distribution of the g-th

group, which can be computed by Eq. 3 upon on the grouped logits
of the teacher and student, respectively. In our study, we use τ = 4
to soften the grouped logits.

One may question whether intra-group distillation alone is suffi-
cient to distill the teacher’s prediction confidence. We contend that
this knowledge can be transferred via inter-group distillation. There-
fore, in addition to the intra-group loss, we incorporate distribution
loss across groups. This process aggregates probabilities within each
group, yielding a collective likelihood for each category within that
group. For example, considering a 6-category probability distribution
{0.47, 0.03, 0.16, 0.10, 0.12, 0.12}. Here, we di-
vide the inter-group probability distribution with 3 groups, resulting
in the inter-group probabilities as {0.47+0.03, 0.16+0.10,
0.12+0.12}.The teacher’s prediction information related to the
ground-truth label is captured within the probability of the group that
contains the label. This inter-group technique simplifies the model’s
predictions by consolidating category probabilities at the group level,
thereby facilitating a more holistic knowledge transfer. We define our
inter-group distillation loss as follows:

Linter = KL(P tea||P stu), (6)

where P ∈ R
G denotes the inter-group probability distribution.

Thus, the total KD loss in our paradigm can be written as:

LKD = Lintra + Linter. (7)

The overall framework of GLD is presented in Fig. 1 (above).

3.3 Superclass-Aware Grouped Distillation

Intuitively, it is logical for GLD, as discussed in the previous sec-
tion, to ensure that each group shares a similar semantics. This con-
cept is inspired by the hierarchical classification commonly used
in biology, where multiple subspecies constitute a species,
analogous to how classes form the superclass in our framework.
In GLD, if the intra-group distribution can effectively capture the
relationships among similar classes, and the inter-group distribu-
tion describe the probabilistic associations between different super-
classes, then this grouped KD approach would be more coherent. To
achieve this, we introduce the concept of superclass in our enhanced
method: superclass-aware grouped logit distillation (GLD++). In this
enhanced version, instead of arbitrarily grouping logits, we first gen-
erate class-superclass mapping indices, and use these indices to guide
the grouping and subsequent GLD.

One might consider clustering as the most suitable method for gen-
erating subclasses. Given that the KD paradigm utilizes a pre-trained
teacher capable of extracting features to convey the semantic infor-
mation of original images, we perform pre-clustering on the training

dataset before group distillation in our enhanced method. We employ
the basic clustering technique, K-means, and assign each original
class to the superclass with the highest data frequency as the cor-
responding superclass. As shown in Fig. 1, a sample from Class 8
(denoted with pink) is misclustered into Superclass 1; however, the
majority of Class 8 falls into Superclass 3, thus Class 8 belongs to
Superclass 3. With this paradigm, we may generate a mapping table
between superclasses and original classes, which guides the group-
ing of logits for the subsequent grouped distillation. We contend that
we may distill coherent and precise teacher knowledge. Intuitively,
the more powerful the teacher’s feature extraction capability is, the
more accurate the superclass identification will be. We will verify
this hypothesis in the experimental section.

4 Experiments

To demonstrate the efficacy of our methodology, we conduct a com-
parative analysis of GLD and GLD++ with various leading-edge KD
techniques. The evaluation is conducted upon diverse tasks, includ-
ing image classification and object detection.

4.1 Experimental Setup

Datasets. For the classification evaluation, we conduct the com-
parison on the CIFAR-100 dataset [20] and ImageNet [30]. The
CIFAR-100 dataset comprises 32× 32 pixel color images represent-
ing objects from 100 distinct categories. Furthermore, we evaluate
the effectiveness of our method in a large-scale classification
context using the ImageNet dataset, where all images are uniformly
resized to 224 × 224 pixels. Both datasets undergo standard data
augmentation and normalization, in accordance with methodologies
described in [8, 42, 11]. For the detection evaluation, we utilize the
MS-COCO dataset [23], which comprises 118k training images and
5k validation images across 80 categories.

Networks. We evaluate the performance of mainstream and
lightweight network architectures on the CIFAR-100 and ImageNet
datasets, following the methodologies described in [2]. Our exper-
iments involve a range of popular teacher-student pairs including
ResNet [8], VGG [31], WideResNet [42], MobileNet [10], and
ShuffleNet [43]. For CIFAR-100, we modify ResNet to better suit
small-scale datasets by integrating PreAct layers [8]. In the Ima-
geNet evaluations, we expand our investigation to include the impact
of distillation from large pre-trained models such as BiT [19] and
Swin [25], beyond the basic network configurations. For detection
evaluation, we take Faster-RCNN [28]-FPN [38] as the backbone,
AP50, and AP75 as the evaluation metric.

Training Details. For CIFAR-100 training, we utilize the SGD
optimizer with 0.9 Nesterov momentum across a total of 240 epochs,
reducing the learning rate by a factor of 10 at the 150-th, 180-th, and
210-th epochs. We employ standard data augmentation techniques,
such as flipping and random cropping. The initial learning rate is
set at 0.01 for lightweight architectures and 0.05 for others, with
an additional weight decay of 5e−4 for L2 regularization. For
ImageNet training, we follow the practice by PyTorch official, and
set the batch size at 512 and the weight decay rate at 1e−4. The
initial learning rate of 0.1 is modified according to a cosine learning
rate schedule, aiming to optimize top-1 accuracy on the validation
set. All ImageNet experiments are performed on 4 RTX 3090 GPUs,
with the total epochs set at 120, focusing on maximizing top-1
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Table 1: Top-1 test accuracy (%) of various approaches on CIFAR-100. The teacher-student pairs share similar architectures. Each experiment is repeated three times, we report
the mean and standard deviation of the top-1 accuracy. The best results appear in bold and the second best results appear with underline.

Type Student ResNet-8×4 VGG-8 ResNet20 WRN-40-1 WRN-16-2 ResNet32
72.51 ± 0.29 70.46 ± 0.29 69.06 ± 0.22 71.98 ± 0.17 73.43 ± 0.22 71.14 ± 0.25

— Teacher ResNet-32×4 VGG-13 ResNet56 WRN-40-2 WRN-40-2 ResNet110
79.42 74.64 73.44 76.31 76.31 74.31

Logits

KD [9] 74.12 ± 0.15 72.66 ± 0.13 70.66 ± 0.22 73.42 ± 0.22 74.92 ± 0.20 73.02 ± 0.16
DTD-KA [37] 73.78 ± 0.22 72.98 ± 0.14 70.99 ± 0.24 73.49 ± 0.16 74.73 ± 0.20 72.88 ± 0.13
DKD [44] 76.32 ± 0.26 74.68 ± 0.23 71.79 ± 0.17 76.11 ± 0.17 76.55 ± 0.14 74.11 ± 0.17
DIST [12] 76.55 ± 0.21 74.71 ± 0.21 71.85 ± 0.15 76.14 ± 0.11 76.11 ± 0.17 74.10 ± 0.15
MLD [14] 77.08 ± 0.19 75.18 ± 0.16 72.19 ± 0.13 75.35 ± 0.17 76.63 ± 0.14 74.11 ± 0.17

Features

FitNet [29] 73.89 ± 0.22 73.54 ± 0.12 71.52 ± 0.16 74.12 ± 0.20 75.75 ± 0.12 72.52 ± 0.07
AT [41] 74.57 ± 0.17 73.63 ± 0.12 71.76 ± 0.14 74.43 ± 0.11 75.28 ± 0.13 73.32 ± 0.11
SP [33] 73.90 ± 0.17 73.44 ± 0.21 71.48 ± 0.11 73.17 ± 0.21 75.34 ± 0.21 73.63 ± 0.21
CRD [32] 75.59 ± 0.23 73.88 ± 0.18 71.68 ± 0.11 75.51 ± 0.22 76.01 ± 0.11 73.48 ± 0.16
SemCKD [2] 75.58 ± 0.22 74.42 ± 0.21 71.98 ± 0.17 74.78 ± 0.21 75.42 ± 0.15 74.12 ± 0.22
ReviewKD [3] 76.42 ± 0.20 74.61 ± 0.17 71.98 ± 0.11 75.78 ± 0.19 75.88 ± 0.05 74.17 ± 0.20
NORM [24] 76.76 ± 0.22 73.95 ± 0.14 71.35 ± 0.13 75.42 ± 0.18 76.26 ± 0.05 73.95 ± 0.31

Logits GLD (Ours) 77.22 ± 0.21 75.88 ± 0.17 72.34 ± 0.11 76.38 ± 0.11 76.48 ± 0.21 74.84 ± 0.11
GLD++ (Ours) 77.81 ± 0.19 76.23 ± 0.21 72.77 ± 0.23 76.76 ± 0.14 76.89 ± 0.21 75.22 ± 0.14

Table 2: Top-1 test accuracy (%) of various distillation approaches with different architectures on CIFAR-100.

Type Student ShuffleV1 WRN-16-2 VGG-8 MobileV2 MobileV2 ShuffleV1
70.50 ± 0.22 73.43 ± 0.22 70.46 ± 0.29 64.60 ± 0.32 64.60 ± 0.32 70.50 ± 0.22

— Teacher ResNet-32x4 ResNet-32x4 ResNet50 WRN-40-2 VGG-13 WRN-40-2
79.42 79.42 79.10 76.31 74.64 76.31

Logits

KD [9] 74.00 ± 0.16 74.90 ± 0.29 73.81 ± 0.24 69.07 ± 0.26 67.37 ± 0.22 74.83 ± 0.13
DTD-KA [37] 73.99 ± 0.12 74.11 ± 0.21 73.91 ± 0.21 68.99 ± 0.41 67.41 ± 0.12 74.90 ± 0.14
DKD [44] 77.42 ± 0.11 76.68 ± 0.22 75.98 ± 0.22 69.47 ± 0.21 69.71 ± 0.26 76.41 ± 0.13
DIST [12] 77.21 ± 0.14 76.70 ± 0.17 75.88 ± 0.20 69.78 ± 0.24 69.81 ± 0.22 76.05 ± 0.11
MLD [14] 77.18 ± 0.12 76.41 ± 0.15 75.71 ± 0.20 69.41 ± 0.24 70.23 ± 0.22 76.44 ± 0.11

Features

FitNet [29] 74.82 ± 0.13 74.70 ± 0.35 73.72 ± 0.18 68.71 ± 0.21 63.16 ± 0.23 74.11 ± 0.23
AT [41] 74.76 ± 0.19 75.38 ± 0.18 73.45 ± 0.17 68.64 ± 0.12 63.42 ± 0.21 73.73 ± 0.19
SP [33] 73.80 ± 0.21 75.16 ± 0.32 73.86 ± 0.15 68.48 ± 0.22 65.42 ± 0.21 74.01 ± 0.11
CRD [32] 75.46 ± 0.23 75.70 ± 0.29 74.42 ± 0.21 69.87 ± 0.17 69.73 ± 0.21 76.05 ± 0.23
SemCKD [2] 75.41 ± 0.11 75.65 ± 0.23 74.68 ± 0.22 69.88 ± 0.30 68.78 ± 0.22 74.81 ± 0.21
ReviewKD [3] 76.21 ± 0.10 76.22 ± 0.21 75.68 ± 0.27 69.28 ± 0.35 69.73 ± 0.12 75.78 ± 0.21
NORM [24] 77.42 ± 0.17 76.41 ± 0.19 75.67 ± 0.18 69.78 ± 0.24 68.93 ± 0.17 77.06 ± 0.11

Logits GLD (Ours) 77.63 ± 0.18 76.99 ± 0.22 76.14 ± 0.14 69.99 ± 0.11 70.18 ± 0.21 77.27 ± 0.13
GLD++ (Ours) 77.91 ± 0.20 77.48 ± 0.20 76.54 ± 0.21 70.83 ± 0.25 70.68 ± 0.22 77.89 ± 0.13

accuracy in the validation set.

Baselines. We compare our approach with two main kinds of KD
baselines (i.e., logit-based and feature-based distillation):

• Logit-based: includes the vanilla KD [9], DTD-KA [37],
DKD [44], DIST [12] and MLD [14].

• Feature-based: includes FitNet [29], AT [41], SP [33], CRD [32],
SemCKD [2], ReviewKD [3] and NORM [24].

4.2 Image Classification

4.2.1 Results on CIFAR-100

Results with Similar Architectures. When the teacher and student
have similar architectures, Table 1 shows the general superiority
of our GLD and GLD++ over all existing mainstream methods. It
is noteworthy that our two approaches surpass the state-of-the-art
approaches, by 0.16% and 0.87% with ResNet-32×4/ResNet-8×4
network pairs and by 0.24% and 0.62% with WRN-40-2/WRN-40-1
network pairs. In addition, our method even beat the current feature-
based method NORM, making our methods as good alternate for
efficient distillation.

Results with Different Architectures. Similar results are found
when we switch the student-teacher pairs to heterogeneous architec-
tures. From Table 2, we observe that our method surpasses the state-
of-the-art approaches. Especially when comparing our GLD++ to all
cutting-edge methods, we may notice that our GLD++ outperforms
all approaches by 0.49%, 0.78%, 0.56%, 0.95%, 0.45%, and 0.83%
with the heterogeneous architecture pairs. These results from Tab. 1
and Tab. 2 clearly demonstrate the superiority of our method.

4.2.2 Results on ImageNet

Results with Normal Teachers. To show the effectiveness of
our method on large-scale vision tasks, we evaluate our method
on the ImageNet-1k dataset. Our tests include homogeneous
(ResNet34/ResNet18) and heterogeneous (ResNet50/MobileNet)
network pairs. The results are summarized in Table 3. Similar to
CIFAR-100, our GLD outperforms the baselines on ImageNet-1k.
We observe that our method achieves the best classification per-
formance compared with the other distillation methods. Notably,
our GLD++ surpasses KD by 2.76% and 3.03% in Top-1 accuracy
with these two pairs, respectively. All these results illustrate the
effectiveness of our method on large-scale dataset learning.
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Table 3: Evaluation results of baseline settings on ImageNet. We use ResNet34/ResNet18 and ResNet50/MobileNet as teacher/student pairs and follow the standard PyTorch
training practice for ImageNet.

Student (Teacher) Metric Teacher Student AT KD SP CRD DKD ReviewKD DIST GLD GLD++

ResNet18 (ResNet34) Top-1 73.31 69.75 70.70 70.66 70.62 71.17 71.51 71.61 71.88 72.81 73.42

Top-5 91.42 89.07 90.00 89.88 89.80 90.13 90.46 90.51 90.42 91.20 91.64

MobileNet (ResNet50) Top-1 76.16 70.13 70.78 70.68 70.99 71.37 72.66 72.56 72.94 73.42 73.81

Top-5 92.86 89.49 90.50 90.30 90.61 90.41 90.87 91.00 91.12 92.01 92.46

Table 4: Top-1 accuracies (%) of student networks ResNet18/50 distilled from
large pre-trained models BiT-M-R50/Swin-L on the ImageNet-1k. “-” denotes directly
training without any distillation. We represent our results in gray, and the ↑ present
the improvements over vanilla KD.

Method Student Teacher

BiT-M-R50 [19] Swin-L [25]

- ResNet18 69.8 69.8
KD [9] ResNet18 70.7 70.9
DIST [12] ResNet18 71.8 72.2
DKD [44] ResNet18 72.1 72.4
GLD ResNet18 72.8 (↑ 2.1) 72.8 (↑ 1.9)

GLD++ ResNet18 73.8 (↑ 3.1) 74.1 (↑ 3.2)

- ResNet50 76.15 76.15
KD [9] ResNet50 77.6 78.5
DIST [12] ResNet50 78.2 78.8
DKD [44] ResNet50 78.1 78.7
GLD ResNet50 78.4 (↑ 0.8) 79.2 (↑ 0.7)

GLD++ ResNet50 79.4 (↑ 1.8) 80.2 (↑ 1.7)

Results with Large Teachers. Our evaluation on ImageNet-1K is
extended by leveraging knowledge from large, pre-trained teacher
models. We employ BiT-M-R50 and Swin-L as teachers. The results,
summarized in Table 4, reveal notable findings. First, our approaches
confer substantial benefits to network performance, as evidenced by
our results exceeding the accuracy of prevailing distillation methods.
Moreover, we observe that our GLD++ version outperforms the basic
GLD variant with a considerable margin. This improvement may be
attributed to large teachers providing a more accurate panorama of
superclass clustering, which clearly benefits the subsequent grouped
distillation. These compelling results robustly validate the efficacy of
our approach in enhancing performance for large-scale training and
underscore its effectiveness in knowledge distillation.

4.3 Object Detection
We extend our experiments to objection detection, a more compli-
cated task which needs the dense prediction of the network. We select
several prevalent distillation techniques [44] as our benchmarks. All
detection procedures remain unchanged, with the exception of the
added distillation loss in our framework. As shown in Table 5, our
method GLD and its upgraded version GLD++, achieves competi-
tive results on MS-COCO validation set. The results show that our
two methods significantly outperforms vanilla KD. Furthermore, our
methods outperform the state-of-the-art feature-based approaches,
demonstrating their effectiveness in knowledge distillation for dense
prediction tasks.

5 Discussion

To better understand our grouped distillation, we conduct further ex-
periments from three perspectives. Initially, we execute feature trans-
fer experiments to demonstrate the transferability of the features
learned through our distillation process. Secondly, we conduct the
ablation study to show the indispensability and compatibility of the
proposed losses and modules. Subsequently, we perform visualiza-
tion upon our methods with several existing distillation methods.

5.1 Feature Transferability

We continue to conduct several experiments to examine the feature
transferability of our approaches. As shown in Tab. 6, we train linear
fully-connected (FC) layers as the classifier with the feature extractor
frozen for STL-10 [4] and Tiny-ImageNet [21] datasets. We use an
SGD optimizer with 0.9 momentum and no weight decay strategy in
classifier training. We set the batch size to 128, and the number of
total epochs to 40. Our initial learning rate is set to 0.1, then divided
by 10 for every 10 epochs. From Tab. 6, we observe that our method
beats all existing techniques, manifesting its feature transferability.

5.2 Ablation Study

Indispensability of the Losses. Table 7 presents the ablation
study on the proposed losses. Notably, we observe that decoupling
conventional KD loss into two parts, i.e., intra-group loss Lintra

and inter-group loss Linter can enhance the performance of KD for
both architectures. Moreover, it is interesting that intra-group loss
or inter-group distillation loss alone can also enhance the prediction
performance. However, the use of Linter alone does not achieve the
same efficacy as combined with Lintra, this may owing to that using
Linter alone construct a coarse-grained probability distribution.
Besides, all the results in GLD++ paradigm show their priority to
GLD, suggesting that generating superclass indices may benefits the
subsequent distillation process.

The Compatibility of Grouping Paradigm. We investigate into
the compatibility of our grouping strategy with current mainstream
distillation methods, and we present the result in Table 8. We incor-
porate our grouping and superclass grouping paradigm into DIST and
DKD. Note that DIST distill the knowledge by using Pearson coeffi-
cient, thus we maintain this loss function except adding the grouping
mechanism. Likely, as DKD decouples KD into target and non-target
distillation, we act the grouping strategy upon DKD in its non-target
part. We may observe that when we add the grouping and superclass
grouping to both DIST and DKD, the performance improvement are
consistent over all student-teacher pairs, confirming the compatibil-
ity of our module with prevailing logit-based KD approaches.

5.3 Visualization

t-SNE Visualization. We present t-SNE visualizations of KD,
our GLD and GLD++ in Fig. 4. From this visualization, We may
observe that our GLD representations show better separability com-
pared with KD. The result with GLD++ is even better. This result
verifies that our approaches enhance the discernibility of the feature
representation, which may benefit the classification performance.

Time Efficiency. One might question whether our method attain
performance at the cost of training efficiency. To address this
concern, we show the training time/accuracy scatter plot in Fig. 5.
As GLD++ conducts an extra cluster before distillation, we compute
the mean training time per batch for a fair comparison. The result
presents the balance of our GLD++ to achieve time efficiency and
performance.
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Table 5: Results on MS-COCO. We take Faster-RCNN [28] with FPN [38] as the backbone, and AP, AP50, and AP75 as the evaluation metric. The original accuracy results of
the teacher and student model are also reported.

AP AP50 AP75 AP AP50 AP75 AP AP50 AP75

Method
Teacher ResNet101 ResNet101 ResNet50

42.04 62.48 45.88 42.04 62.48 45.88 40.22 61.02 43.81

Student ResNet18 ResNet50 MobileNetV2
33.26 53.61 35.26 37.93 58.84 41.05 29.47 48.87 30.90

Feature
FitNet [29] 34.13 54.16 36.71 38.76 59.62 41.80 30.20 49.80 31.69
FGFI [36] 35.44 55.51 38.17 39.44 60.27 43.04 31.16 50.68 32.92
ReviewKD [3] 36.75 56.72 34.00 40.36 60.97 44.08 33.71 53.15 36.13

Logits

KD [9] 33.97 54.66 36.62 38.35 59.41 41.71 30.13 50.28 31.35
DIST [12] 34.89 56.32 37.68 39.24 60.82 42.77 31.98 52.33 34.02
DKD [44] 35.05 56.60 37.54 39.25 60.90 42.73 32.34 53.77 34.01
GLD (Ours) 37.03 57.86 37.89 40.65 61.97 44.68 33.87 54.07 35.31

GLD++ (Ours) 37.66 57.99 38.22 41.18 62.45 44.88 34.01 54.62 35.58

Figure 4: The penultimate layer vi-
sualization of ResNet-8×4 with KD
(left), GLD (middle) and GLD++
(right) on CIFAR-100.

Figure 5: Training time (per batch)
vs. accuracy on CIFAR-100 for distilla-
tion methods (ResNet-32×4/ShuffleV1
pair).

Figure 6: Visualization of correlation
difference between the student and the
teacher logits. GLD++ (right) compare
with KD (left).

Figure 7: Top-1 prediction accu-
racy with different number of groups
(ResNet18/ResNet34) on ImageNet-
1k.

Table 6: Experiment of feature transfer by using the representation learned from CIFAR-100 to STL-10 and TinyImageNet datasets. We freeze the network and train a linear
classifier on top of the last feature layer to perform a 10-way (STL-10) or 200-way (TinyImageNet) classification. The combination of teacher network ResNet-32×4 and student
network ResNet-8×4 is employed.

Student KD AT FitNet DIST GLD GLD++ Teacher

CIFAR100→STL-10 71.33 73.01 73.67 73.12 75.12 76.46 76.98 70.60
CIFAR100→TinyImageNet 35.10 35.39 35.42 35.55 37.13 38.57 39.92 34.20

Table 7: Ablation study on the proposed losses on CIFAR-100. The baseline denotes
the plain student training without any KD. In other cases, the knowledge from pre-
trained ResNet-32×4 is used for distillation.

Module Distillation ResNet-8×4 ShuffleV1
KD Lintra Linter

Baseline - - - 72.51 70.50
KD � - - 74.78 75.22

GLD
� � - 75.74 75.98
� - � 75.32 75.61
� � � 77.22 77.63

GLD++
� � - 76.22 76.41
� - � 75.81 75.76
� � � 77.81 77.91

Table 8: The compatibility of our paradigm with current mainstream distilla-
tion methods. We perform the evaluation on CIFAR-100. ‘Method’, ‘Method+’,
‘Method++’ present the original method, incorporating grouped distillation, and extra
superclass clustering to the method, respectively.

Method ResNet-32×4 VGG13
ResNet-8×4 ShuffleV1 VGG-8 MobileV2

DIST 76.55 77.21 74.71 69.81
DIST+ 76.91 77.53 75.42 70.08
DIST++ 77.32 77.78 75.78 70.34

DKD 76.32 77.42 74.68 69.71
DKD+ 76.42 77.51 74.71 69.98
DKD++ 76.88 77.87 75.56 70.65

Correlation Difference. We also visualize the heatmaps of
correlation differences for baseline KD and our GLD++. We choose
ResNet-8×4/ResNet-32×4 as the distillation pair. From Fig. 6, one
can notice that our GLD method helps the student to predict more
similar logits with the teacher compared with KD, achieving better
distillation performance.

The Number of Groups. We systematically analyze the impact of
group quantity adjustments within our framework, providing insights
into the search of the best group number hyper-parammeter for the
optimal prediction. Fig. 7 shows that the best performance occurs
at a moderate level, we believe that this principle may benefit the
hyper-parameter search of our paradigm in real-world scenarios.

6 Conclusion

In this paper, we proposed new distillation methods, named Grouped
Logit Distillation (GLD) and its enhanced variant, Superclass-Aware
Grouped Logit Distillation (GLD++). The two methods utilize
grouping mechanism to mitigate the effect of skewed logit distribu-
tions in traditional methods, a primary problem that lags the efficacy
of KD. In our enhanced variant GLD++, we also incorporate super-
class information to our grouped distillation, thus facilitating a more
nuanced and effective knowledge transferring. Our extensive experi-
mental evaluation confirmed that GLD and GLD++ not only achieve
superior performance compared to existing methods but also main-
tain computational efficiency, making them highly suitable for de-
ployment in resource-constrained environments. We contend that the
insights into leveraging hierarchical relationships within class group-
ings in this study would pave the way for more sophisticated distil-
lation techniques in the future, enhancing the utility and applicabil-
ity of deep learning models in real-world applications. Furthermore,
our experiments also witnessed that GLD++ effectively leverages the
robust feature representation capabilities of larger models. This effi-
ciency makes our method a viable distillation option in the founda-
tion model era.
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