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Abstract. State-of-the-art Large Language Models (LLMs) have
shown remarkable capabilities for general Question Answering (QA)
tasks. However, their practical use for answering mental health
questions has been limited due to the missing link between LLM-
generated answer responses and well-established theories and guid-
ing principles from Psychology and Counseling. We present a first
step in this direction with STeer, an AI-based method that supports
Schema Therapy-enabled responses for mental health questions on
community QA forums. STeer uses Early Maladaptive Schemas
(EMSs), a fundamental concept from Schema Therapy that char-
acterizes “self-defeating, unhealthy patterns of thought and behav-
ior” in individuals, to effectively prompt state-of-the-art LLMs to
generate specific, theoretically-grounded, empathetic counseling re-
sponses to mental health questions. We present EMSRank, a novel
method based on the Personalized PageRank algorithm, to automati-
cally predict the EMSs from mental health forum question texts. We
show that EMSRank is computationally scalable and can be further
combined with textual entailment to obtain high precision, explain-
able EMS labels for mental health forum questions. To address the
current lack of annotated datasets, we also leveraged on EMSRank to
create a first-of-its-kind, large dataset of about 23K EMS-annotated
mental health questions from three diverse, currently operating, peer-
support community forums for mental health. With the global rise
in mental health issues, our work is a timely step towards enabling
the use of AI-based assistive tools for counseling support on mental
health community forums.

1 Motivation

Mental health (MH) and well-being community question answering
(cQA) forums are attracting increased volumes of traffic in the cur-
rent age of digital healthcare [23, 13, 51, 6]. Amidst the global rise in
mental health issues [65], cQA forums present convenient platforms
for cost-effective and speedy access to both community support as
well as professional advice. Indeed, this has resulted in a push to-
wards blended healthcare and a rise in research into AI-based assis-
tive tools for both peer and professional support [52, 2, 28].

At the same time, recent breakthrough research has shown that
Large Language Models (LLMs) can be trained “to act in accordance
with the user’s intentions” and as a consequence be “prompted”

to perform a range of AI and NLP tasks including question an-
swering (QA) [44, 12, 61, 43]. In particular, due to their excep-
tional QA performance, state-of-the-art LLMs are now incorporated
into practical QA bots on knowledge-sharing and problem-solving
cQA forums [53, 59].1 However, LLMs are yet to be fully es-
poused with mental health related QA tasks due to several reasons
including the known shortcomings of LLMs such as privacy con-
cerns, ethical implications, as well as the crucial requirement in the
MH domain for machine learning model outputs to be theoretically-
grounded and explainable in view of potential risk to the target care-
seekers [10, 18, 25]. We focus on addressing the latter concern in
this work: How can we incorporate relevant theories from Psychol-
ogy and guiding principles from Counseling for grounding response
generation with LLMs?

We present STeer, an AI-based method to address this precise
question. STeer is designed to complement assistive systems such as
CARE [28] and SAHAR [7] that support peer counseling, as an ef-
fective scaling mechanism for handling the large numbers of incom-
ing counseling questions on cQA forums.2 Our objective in STeer
is to generate empathetic as well as therapeutic suggestions for effi-
cient editing by a peer counselor to respond effectively to counseling
questions. Response generation in STeer is enabled via Schema Ther-
apy (ST), an integrative therapy approach and theoretical framework
introduced by Young [68, 17], for treating clients with personality
disorders, characterological issues, and various other mental health
problems [5]. Schema Therapy-based counseling has recently seen
increasing adoption in practice due to its effectiveness in treating a
range of individual and relationship problems [60, 49, 39].

Early Maladaptive Schemas (EMS) comprise a fundamental
concept in Schema Therapy [67, 68]. EMS labels characterize neg-
ative and enduring cognitive patterns that develop from childhood
experiences and affect an individual’s perception of reality, influenc-
ing their emotions, thoughts, and personal, societal, and professional
behavior. A crucial step in the practice of Schema Therapy includes

1 Examples: https://www.quora.com/ and https://community.cisco.com/
t5/cisco-cafe-blogs/ai-in-cisco-community-an-experiment-in-evolution/
ba-p/4818048

2 Trained individuals provide help and support to care seekers as opposed
to rigorously-qualified and licensed professional counselors. For example:
https://www.7cups.com/listener/become-a-volunteer-listener.php
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Table 1. The 18 Early Maladaptive Schema names and sample statements from Young’s Schema Questionaire

List of EMS Labels 1. Abandonment/Instability (AB), 2. Mistrust/Abuse (MA), 3. Emotional Deprivation(ED),
4. Defectiveness/Shame (DS), 5. Social Isolation/Alienation (SI), 6. Dependence/Incompetence (DI),
7. Vulnerability to harm or illness (VH), 8. Enmeshment/Undeveloped Self (EM), 9. Failure to achieve (FA),
10. Entitlement/Grandiosity (ET), 11. Insufficient Self-control/Self-discipline (IS), 12. Subjugation (SB),
13. Self-sacrifice (SS), 14. Approval-seeking/Recognition-seeking (AS), 15. Negativity/Pessimism (NP),
16. Emotional Inhibition (EI), 17. Unrelenting Standards/Hypercriticalness (US), 18. Punitiveness (PU)
Sample “MISTRUST/ABUSE” related questionaire items
• It is only a matter of time before someone betrays me. • I have a great deal of difficulty trusting people.
• I feel that I cannot let my guard down in the presence of other people, or else they will intentionally hurt me . . .

uncovering individuals’ EMSs through the administration of Young’s
Schema Questionaire (YSQ), where 232 statements about oneself are
rated by the individual on a scale of 1 (“Completely untrue of me”) to
6 (“Describes me perfectly”).3 The responses from this questionaire
are used to identify one or more labels from a list of 18 EMS labels
listed in Table 1.

Consider a question from the CounselChat dataset [8] shown in
Table 2 that we use for illustration in this paper. Here, the person is
seeking advice on handling the “insecurity” he was feeling regard-
ing his girlfriend. One of the EMS labels identified for this question
text (by a professional counselor) is “MISTRUST/ABUSE (MA)”.4

Schema Therapy [68] provides counseling guidelines (shown in Ta-
ble 7) to address the feelings of disconnection and rejection in indi-
viduals with the “MISTRUST/ABUSE” schema [30, 16].

Table 2. (Anecdote) Example question with an EMS label4

My relationship feels off and I feel insecure. My girlfriend’s
grandma passed away 5 months ago. They were very close. She
took care of her till she died. Things kinda returned to normal
few weeks later. Last month it feels like we hit a brick wall.
Intimacy . . . Now I’m very insecure about us and have thoughts
of her cheating. She says otherwise, but . . . It just feels like
something is really off.
EMS Label: 2. MISTRUST / ABUSE (MA)
Label Definition: The expectation that others will hurt, abuse,
humiliate, cheat, lie, manipulate, or take advantage. Usually
involves the perception that the harm is intentional or the result
of unjustified and extreme negligence. May include the sense
that one always ends up being cheated relative to others or
“getting the short end of the stick.”

Contributions: In this paper, we propose methods for generating
Schema Therapy-grounded counseling responses to mental health
questions using their EMS labels. Our contributions are:
1. We propose EMSRank, a novel technique for computing EMS la-

bels for mental health cQA posts using the Personalized PageRank
algorithm. The underlying graph for applying EMSRank is ob-
tained by innovatively applying Sentence Embeddings on Young’s
Schema Questionaire and converting questions texts into “person-
alization” vectors for PageRank.

2. We demonstrate the performance of EMSRank on a dataset of
about 434 cQA questions that we compiled from three operational,
prominent mental health forums BeyondBlue,5 7-Cups,6 and Pa-
tientInfo.7 We illustrate that EMSRank is able to predict EMS la-
bels efficiently at web-scale and can be further combined with tex-
tual entailment to obtain high-precision, explainable EMS labels.
This crowd-annotated dataset complements existing small-scale
expert-annotated datasets for the EMS prediction task.

3 https://psychology-training.com.au/wp-content/uploads/2017/04/
Young-Schema-Questionnaire-L3.pdf

4 https://www.schematherapy.com/id73.htm
5 https://forums.beyondblue.org.au/
6 https://www.7cups.com/community/
7 https://patient.info/forums

3. Applying EMSRank on the entire collection of ∼70K question
texts crawled from the aforementioned MH forums, we com-
pile a large, first-of-its-kind dataset (CQEMS) of ∼23K EMS-
annotated mental health Community Questions, and release it for
academic research as part of our contributions.8

4. We describe STeer, our technique for generating Schema Therapy-
enabled responses for mental health questions. In STeer, treat-
ment guidelines from Schema Therapy for specific EMSs are used
to construct suitable LLM prompts for generating responses. We
compare STeer responses to responses from professional coun-
selors on a subset of questions from the CounselChat dataset [8]
and illustrate that STeer responses are empathetic as well as rele-
vant in addition to being grounded on Schema Therapy.

Organization: In Section 2, we describe our novel algorithm
EMSRank for predicting EMS labels using Personalized PageRank.
The use of EMS labels in STeer for generating grounded responses
is also covered in this section. In Section 3, we describe our datasets,
experiment settings, and our findings. Recent work on topics closely-
related to this study are described in Section 4, while Section 5 con-
cludes the paper with a summary and directions for future research.

2 Methods

2.1 EMS Prediction with PageRank

Due to a lack of labeled datasets for learning supervised mod-
els, previous works applied sentence similarity as well as zero-shot
approaches with LLMs using YSQ statements and schema defini-
tions, respectively, for predicting EMS labels [22]. Against these
approaches, we consider unsupervised PageRank-based algorithms
for similar problems such as emotion detection and textspan ranking
when specialized dictionaries for class labels are available [21, 62].
Given the availability of Schema Therapy resources, we therefore
explore the design of a PageRank-based variant for EMS prediction.

Table 3. Outline of LLM Prompts used in STeer

Treatment Selection Prompt:
Consider the following list of suggestions: [suggestions-pool].
From the above list select up to three most applicable for the
following scenario: [MH question]
Response Generation Prompt:
“As a mental health counselor, respond empathetically
using the following suggestions [selected-suggestions] and respond to
the following QA forum post. Post= [MH question]”

PageRank is a well-known vertex ranking algorithm in Informa-
tion Retrieval (IR), popularly applied in social network analysis
and web-page ranking. In PageRank, the “importance” of a ver-
tex is determined in terms of its connectedness with other “impor-
tant” vertices. The PageRank and its topic-sensitive counterparts are

8 All compiled datasets, resources and code is publicly-available at https:
//github.com/NUS-IDS/ems_mentalhealth/blob/ecai24_steer/
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extremely versatile with applications ranging from ranking web-
pages, persons, topics, as well as text summarization, keyphrase
extraction, and recently, even within transformers for text match-
ing [40, 42, 15, 26, 9, 46].

Briefly, the PageRank algorithm belongs to a family of random-
walk based models that enable scoring functions of the general form
xTPy where matrix P captures the transition probabilities between
vertices of an underlying graph G = (V,E). Here, V and E are the
sets of vertices (nodes) and edges, respectively. If x and y correspond
to vector representations of two arbitrary nodes from the set V , by
using xTPy, we incorporate not only the immediate neighborhood
of the nodes but the overall connectedness in G when computing
similarity between them (compared to xTy).

We first describe how to construct G to predict EMS labels for a
given question text, d. Let Y correspond to the list of 232 statements
from the Young’s Schema Questionaire and E represent the set of
18 EMS labels. Let Ye be the set of YSQ statements relevant to a
specific EMS label e.

1. For each s ∈ Y , we add a corresponding vertex in G.
2. For an EMS label e, and every pair of statements from si, sj ∈

Ye, we add a weighted edge between the corresponding vertices
if sim(vi,vj) > θ. Sentence embeddings are used to compute
cosine similarity (sim) and θ is a tunable threshold.9

The objective in the EMS prediction task is to identify Ed ⊂ E for
a given question text of m sentences, d = {d1 . . . dm}. We represent
an EMS e using a binary vector oe of length |Y | where oei = 1 if
si ∈ Ye, and zero otherwise. In EMSRank, we wish to incorporate
the random walk with restarts model in order to enable a probabilistic
interpretation as follows: the Personalized PageRank (PPR) vector
for text d is the probability distribution in the limit (“infinite walk”)
that a random walk with restarts in the nodes corresponding to d ends
in the nodes corresponding to Y . The restart (alternatively, referred
to as teleport or personalization) vector for d is constructed using
sentence embeddings as a weighted vector d of length |Y |, such that

weight(di) = max
ds∈{d1...dm}

sim(ds, yi) (1)

As before, we only consider computations where the cosine
similarity values for weights exceed a threshold, θ.

Predicting EMS Labels: To predict EMS labels for a given
text d, we use its corresponding “personalization" vector (Equa-
tion 1) to perform random walk with restarts on the graph G and
obtain the Personalised Pagerank vector PPR(d). The final label
set corresponds to the top-k scores from the set:

{PPR(d)T
oe

||oe|| , e ∈ E} (2)

That is, we score each EMS by applying a simple dot prod-
uct between the corresponding (normalized) binary vectors and the
PPR vector of the question text and select the top-k predictions.
PageRank computation is an extremely well-studied optimization
problem for which efficient algorithms are available even at Web-
scale [31, 34, 33, 21].

Intuitively, EMSRank can be visualized as acting on a graph
comprising of two parts: (1) The 232 YSQ questionaire vertices
with weighted edges between them based on sentence similarity

9 We used θ = 0.5 and explore sentence embeddings from several sentence
transformer models in experiments.

and (2) the 18 EMS vertices connected to these vertices via known
questionaire item and EMS associations from YSQ. The standard
PageRank on the YSQ graph estimates vertex importance using
the vertex connections and uniform teleport probability across all
vertices in G. In contrast, PPR uses the teleport probabilities
from the personalization vector computed using sentences from the
question text (Equation 1) thus computing vertex importance with
respect to the question text. These importance scores are aggregated
and propagated to each EMS label (Equation 2) from which the top
ones are chosen as predictions.

Explaining EMS Labels: We can explain the selected EMS
labels based on associated YSQ statements using textual entailment
(TE). TE is a well-studied sentence-level inference task from NLP
where given a statement ‘t’ and a hypothesis statement ‘h’, “t
entails h” if a human reading ‘t’ would infer that ‘h’ is most likely
true [50]. For instance, in our anecdotal example from Table 2, the
YSQ statements listed in Table 1 “It’s only a matter of time before
somebody betrays me” is entailed by the italicized portion “Now I’m
very insecure about us and have thoughts of her cheating”. Since this
YSQ item is associated with the label “MISTRUST/ABUSE (MA)”,
the EMS label is assigned to the question text in the Entailment-
based Prediction Model (EPM ) proposed previously [22]. Indeed,
the satisfying (t, h) pairs from the question text and YSQ essentially
comprise the “explanation/justification/rationale” for a selected
EMS label. However, despite this advantage, the EPM method
when applied to web-scale data is computationally intractable since
it involves TE computation between all pairs of sentences in the
question text and the 232 statements from YSQ. In contrast, we can
leverage this capability by extracting TE pairs on the smaller subset
of EMSRank-predicted labels. This ability to explain predicted labels
is in line with the objective of “Explainable AI” which is the study of
making machine learning model predictions interpretable and trust-
worthy, an important concern in domains such as healthcare [4, 24].

2.2 Grounded Response Generation

Our Schema Therapy Enabled Response generation technique
(STeer) involves three steps, namely, (1) EMS label prediction, (2)
Treatment Lookup, and (3) Response Generation. For EMS predic-
tion, we simply apply the EMSRank algorithm described in the earlier
section whereas for steps (2) and (3) we utilize state-of-the-art LLMs
via prompting. LLM prompting has become a competitive approach
to solve a range of tasks in various domains such as healthcare, diag-
nosis, and patient support [27, 25, 2] where LLMs are able to obtain
performance comparable to models trained on task-specific data even
in zero-shot settings [11, 63, 38, 44, 12].

Treatments Lookup and Response Generation: Schema Ther-
apy provides several guidelines and suggestions for treating individ-
uals with specific EMSs [68]. We compiled lists of suggestions from
publicly-available resources and select the most applicable treatment
suggestions for a given question and EMS labels by employing a suit-
able LLM prompt. Finally, instead of relying on the LLM’s param-
eterized knowledge for answering the question, we incorporate the
treatment suggestions obtained in the previous step into the prompt
and generate the response for a given mental health question. The
templates of prompts used in steps 2 and 3 above are shown in Ta-
ble 3. The motivation for our approach is similar in principle to “Re-
trieval Augmented Generation” (RAG) [19]. In order to overcome
problems in LLMs such as outdated parameterized knowledge, its
non-explainable responses, and hallucination, knowledge “retrieved”
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Table 4. Classification Performance on CCEX dataset and Computation Times. The HasOne column refers to predicting at least one correct EMS label.

Method Precision Recall F1 HasOne Computation Time (sec)

Baselines

SVP 0.2759 0.2802 0.2631 0.6818 1.59
EPM 0.3285 0.3093 0.2949 0.6364 1945.87
FlanT5-XXL 0.4815 0.3074 0.3481 0.7727 1650.59
FlanT5-XL 0.4938 0.1722 0.2278 0.6363 15.68

Our Methods EMSRank (distilroberta) 0.2919 0.3870 0.3185 0.8636 9.00
EMSRank + TE 0.4259 0.2864 0.3121 0.500 561.29

Ablation Runs

DotProduct (distilroberta) 0.2957 0.3308 0.2973 0.6364 -
EMSRank (MPNet) 0.2901 0.3488 0.3089 0.8181 -
EMSRank (MiniLM) 0.2080 0.2648 0.2288 0.7273 -
SVP + TE 0.3869 0.2381 0.2774 0.6666 -

from reliable, external sources is incorporated into the LLM during
generation in RAG models.

3 Experiments and Results

As EMS prediction is a relatively novel task, publicly-available
datasets are limited for this problem. To this end, one of our contribu-
tions in this paper includes creating a new crowd-annotated resource
for evaluating EMS prediction as well as compiling a large collec-
tion of EMSRank-annotated questions from prominent mental health
cQA forums. We used the following two datasets for evaluation:
(1) CCEX: This small, albeit high-quality dataset comprises of
about 30 MH questions posted on counselchat.com from the dataset
compiled by Bertagnolli [8]. This dataset was annotated by two
“experts” (professional counselors) who are practitioners of Schema
Therapy and was released as part of recent work [22]. Each question
in this dataset contains on average up to 3 EMS labels and overall,
16 of the 18 EMS labels are covered in the dataset. This dataset also
contains responses from professional counselors providing advice on
counselchat.com for the questions posted there.
(2) CQMT: To tackle the lack of large datasets for studying EMS
prediction, we collected freely available posts from three emerging
websites that support mental health community forums, namely, Be-
yond Blue,5 7-Cups,6 and Patient Info.7 Restricting our focus to
the most prevalent mental health conditions “anxiety, depression,
PTSD, substance abuse (SA), eating disorder (ED), personality dis-
order (PD)”, and in keeping with the crawl guidelines, we were able
to obtain approximately, 70K question texts (opening posts on dis-
cussion threads)10 from these cQA forums. We used crowdsourcing
on sample posts from this collection using the Amazon Mechanical
Turk (AMT) platform11 for annotation.

3.1 Crowdsourced Data Annotation for CQMT

We used our best method (a combination of EMSRank with textual
entailment described further in Section 3.4) on the crawled collection
of forum posts and randomly selected about 25 examples for each of
the 18 EMS labels as predicted by our method. Text from the forum
post along with the description of the predicted EMS label4 were
provided to the annotators who are asked to label if the EMS label
is “Not applicable (0), Somewhat applicable (1), or Most applicable
(2)”. Each example was annotated by four independent workers on
AMT. About 17.5% of the annotated examples did not have a “ma-
jority” score (the sum of annotator ratings < 4 or > 4, given the
possible ratings from {0, 1, 2} and four annotators). Ignoring these
ambiguous instances in our analysis, our final dataset has a total of

10 Data was crawled during November 2023
11 https://www.mturk.com/

358 examples with the Intraclass Correlation Coefficient (ICC) value
of 0.585 indicating moderate reliability[35].12

Annotation Quality: As in similar works [3], worker quality was
ensured by requiring the crowdworkers to have greater than 98% HIT
(“Human Intelligence Task”) approval rate, a minimum of 10,000
HITs, be located in the United States (for language ability) and only
selecting those workers who pass the qualification test created us-
ing the CCEX dataset with a score of 80% or above. This subset
of workers was used both for evaluating EMS labels obtained by
EMSRank as well as rating the responses generated in STeer. On par
with similar tasks, we paid each worker about USD 1.00 in total per
HIT for the two tasks (labeling EMSs and rating responses).

The CCEX dataset was annotated by professional counselors who
select a subset of the 18 EMS labels for each example, with an anno-
tation rate of 5−10 examples and cost of USD 40−50 per hour [22].
In contrast, in CQMT we used (example, label-description) pairs to
allow a “non-expert” annotator decide whether a specific label is ap-

plicable to the given text based only on language understanding of
the question text and the EMS description. We posit that this ap-
proach provides a lower-cost alternative to labeling EMS data with
minimal compromise to the annotation quality. As a caveat, examples
in the CQMT dataset may not include full coverage of EMS labels
for each post due to the manner in which the initial labels were gener-
ated. Though this pre-filtering limits the ability to compute recall on
this dataset, we posit that for the EMS prediction task in an online,
peer assistive usage context, precision may be of higher relevance
since we would like to avoid false positives [58].

3.2 Baselines and Measures

We used both the LLM and non-LLM methods studied in earlier
work [22] to compare with EMSRank on CCEX. Since this expert-
annotated dataset includes all labels applicable to a specific instance,
we can employ standard classification metrics–Precision, Recall, and
F1 for evaluation. To account for our application settings where it
may not be critical to accurately predict all relevant EMS labels, we
also include the “HasOne” score that captures if at least one EMS la-
bel was correctly predicted. Both the SVP (Similarity-based Voting
Predictor) and EPM baselines are based on Young’s Schema Ques-
tionaire. In SVP, sentence embedding similarity between question-
aire statements and question texts is computed using multiple sen-
tence transformer models and majority voting is used to select EMS
labels whereas in EPM , textual entailment (TE) is computed be-
tween all sentences of the YSQ and sentences in a given question. For
LLM-approaches, multiple-choice question prompts were designed
using the EMS definitions4 for obtaining EMS labels [53, 22].

12 ICC was computed using the “Two-way random effects model” and mean
ratings, p-value=4.2425e-28, and the 95% confidence interval is [0.51,
0.65]
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3.3 Implementation and Setup

The EMSRank method was implemented using a combination of
Python and C. SparseLib++ library13 was used for PageRank com-
putations. We maintained the compute resources consistent across
the different methods for clocking the sample run times listed in Ta-
ble 4. All experiments were performed on a single GPU of an Nvidia
Tesla cluster (Linux) machine with 32GB RAM. We directly used the
implementations from earlier works for the baselines. Both the base-
lines and EMSRank are implemented at instance-level (that is, per
forum post). Three sentence transformers “all-mpnet-base-v2”, “all-
MiniLM-L12-v2”, and “all-distilroberta-v1” were studied for con-
structing graphs for EMSRank with the similarity threshold set to 0.5
and top-k set to 5 in all runs.14 Implementations from the Hugging-
Face library were used for T515 and FlanT516 models [64]. We used
the GPT-3.5 model via the OpenAI APIs17 for the treatment selection
and response generation steps in STeer. We note that due to cost and
privacy constraints, fine-tuning local models may be preferable for
sensitive use-cases such as mental health in practice [61].

3.4 EMS Prediction Performance

The results of EMSRank and the baselines on CCEX are summa-
rized in Table 4. Amongst the different embeddings, the best per-
formance was obtained with EMSRank when embeddings from the
“all-distilroberta-v1” sentence transformer model were used to com-
pute edges in the underlying graph (as can be seen in the “Ablations”
rows). Note also that compared to using the simple dot product using
the corresponding embedding vectors, EMSRank which accounts for
structural similarity of the overall graph rather than the immediate
neighborhood is more effective (Section 2).

Among the baselines, and overall, the FlanT5-XXL LLM method
does best in terms of F1 score. However, its compute time is sig-
nificantly higher and it was noted in the previous study that this
LLM was unable to generate explanations despite several attempts
at prompting for the same [22]. In comparison, we obtain high recall
with EMSRank alone and explainable predictions by combining with
TE. Overall our proposed methods though not significantly different
in performance18 are able to compute reliable EMS labels at a frac-
tion of time compared to existing methods. Indeed, the “HasOne”
scores are relatively high (70-86%) for both the CCEX and CQMT

datasets using our EMSRank-based method. The computation times
shown in Table 4 is a sample total runtime over the instances from
CCEX. Extrapolating for our forum data collection, the FlanT5-
XXL and EPM computation times are untenable since they need
about 55-65 seconds on average per instance, requiring 40-50 days
for processing 70K instances with comparable implementations and
compute resources. Generally speaking, computing sentence embed-
dings and similarities is fast (SVP and EMSRank), whereas inference
is significantly slower for transformer-based methods (EPM and
prompting). We also note that though the smaller FlanT5-XL coun-
terpart is significantly faster, it yields subpar prediction performance
whereas combining SVP with TE results in overall reduction of the
F1 score compared to EPM alone indicating that the top-k predic-
tions from EMSRank for subsequent TE computations are of higher
accuracy.

13 https://math.nist.gov/sparselib++/
14 https://www.sbert.net/docs/pretrained\_models.html
15 https://huggingface.co/t5-large
16 https://huggingface.co/google/flan-t5-xxl
17 https://platform.openai.com/docs/models/gpt-3-5-turbo
18 Not statistically significant at P-value=0.05 (two-tailed t-test)

The CCEX dataset also includes for each expert-annotated EMS
label, a “justification” or a segment from the question text, based on
which the EMS label was assigned to the question. We evaluated our
TE extracted “explanations” against these expert justifications using
standard metrics used to compare summaries and captions, namely,
BLEU, METEOR, and ROUGE [14, 32]. These scores were 0.2924,
0.2905, 0.4124, respectively, and are in similar ranges as that of the
state-of-the-art summarization models [36]. Sample “explanations”
for posts tagged with the EMS label “MISTRUST/ABUSE (MA)” in
our dataset are shown in Table 5 for illustration.

For the CQMT dataset, as described in Section 3.1, we obtained
crowd annotations on randomly sampled instances according to the
predictions from the combined method (EMSRank+TE). Of the total
434 examples that were annotated, about 57/13.1% examples were
clearly negative (total annotation score < 4) whereas 301/69.4% had
a total score > 4, with the rest of the examples (17.5%) ambiguous
(score = 4). The distribution of EMS labels in this crowd-annotated
dataset is shown in Figure 1.

Figure 1. Distribution of EMS labels in CQMT

The low number of negatives in CQMT is encouraging since it
indicates the potential of our combined method (EMSRank+TE) for
efficiently annotating the rest of the collection with reasonable cor-
rectness for a large-scale analysis. We applied (EMSRank+TE) to the
entire crawled collection of forum posts. An EMS analysis of this
collection is provided in Section 3.6.

Table 5. Sample explanations extracted using TE

1. There are people out there to get me.
2. 70 years have on yet still I am mentally disturbed by
the way my parents used me as the family scapegoat.
3. Using me to help them out of the mess they got themselves
into then giving me the silent treatment when . . .
4. I always fear im going to lose control and go insane or . . .
5. I am incredibly angry with the way I’ve been treated,
and I feel isolated from family and friends.

Table 6. Mean and Standard Deviation of response ratings

Method Specificity Relevance Empathy
Human 3.16±0.59 4.31±0.34 4.08±0.46
STeer 3.29±0.35 4.29±0.26 4.28±0.25

3.5 Evaluating STeer

For evaluating treatment selection (step-2) and response generation
(step-3) via LLM prompts, we make use of the ground truth re-
sponses from human counselors available in CCEX for 22 ques-
tions. We measure overlap for treatment suggestions and ground
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truth response pairs as well as similarity with the generated response
and the overall usefulness of the generated response on a Likert scale
ranging from 1 (very low) to 5 (very high). Since this evaluation
pertains to treatment (professional advice), it was performed by a
qualified Psychologist hired on Upwork19 and verified by one of the
co-authors. Overall, about 31.5% of the ground truth responses in-
cluded at least one treatment suggestion identified in Step-2. About
22% of STeer responses were considered similar to the ground truth
counselor responses (>=3 score on the Likert scale), whereas 59%
of the STeer responses were considered “useful” in terms of having
actionable advice.

We also collected ratings for Relevance, Empathy, and Speci-

ficity for STeer-generated responses on Amazon Mechanical Turk.
Relevance pertains to the suitability of the generated response for a
given question, whereas empathy characterizes the appropriate sensi-
tivity of tone in the response. The term “specificity” refers to specific
actionable advice such as “trust what she is telling you” in contrast
to general advice such as “I suggest visiting a therapist”. The sources
of responses (human versus STeer) were hidden and the responses
randomly mixed up before passing them to the annotators who rated
the responses on a 1 (low) - 5 (high) Likert scale. Each response was
rated by five independent crowdworkers. The average ratings for the
two types of responses from this study are presented in Table 6.

As can be seen in Table 6, both sets of responses have high
scores for relevance and empathy (>4) and relatively lower score
for specificity (around 3). It is interesting to note that human re-
sponses scored lower than the LLM-generated responses on empa-
thy and STeer responses were considered slightly more specific than
human responses. As such, we noted from our manual examination
that several human responses in this dataset do not include specific
suggestions for the care seeker and instead suggest a resource to read
or a visit to the therapist after expressing empathy. The human coun-
selor’s response to the anecdotal question from Table 2 is compared
against the response from STeer in Table 7. In this table, we also list
the treatment suggestions selected by the LLM from the pool of sug-
gestions for the EMS label “MISTRUST/ABUSE (MA)” available
from Schema Therapy. Note that the treatment suggestions are incor-
porated into the italicized portions of the generated response from
STeer. Also, note that though the question text does not explicitly
mention “trust”, the individual’s “trust issues" are captured via the
EMS label and also picked on and addressed by the human counselor
(as highlighted in the bolded) portions. Moreover, similar to the hu-
man counselor response, STeer-response includes comments on the
difficult time of the “girlfriend”. Notably, the human response is not
particularly empathetic to the individual asking the question when
compared to the STeer-response that includes an acknowledgment of
the difficult time the individual is going through (as an expression of
empathy). This aspect also aligns with the human response ratings
for “empathy” in the study summarized in Table 6.

3.6 CQEMS: A dataset of mental health questions
annotated with EMS labels

We compiled a dataset from the mental questions crawled from the
three community forums (Section 3) and annotated them with EMS

labels extracted by our best-performing method (EMSRank +TE).
Overall, from ∼70K posts in the collection, we were able to annotate
a subset of 22,831 posts with a total of 45,032 EMS labels. The num-
bers of posts in this dataset for each mental health condition is shown

19 www.upwork.com

in Table 8 and the proportions of each condition per EMS label are
shown in Figure 2.

In general, questions posted under the mental health conditions
“Anxiety” and “Depression” comprise a bulk of our dataset. We ob-
serve that most EMSs are observed in posts related to these two
conditions. Interestingly, we uncover prominent co-occurring mental
health conditions and EMSs in this forums-based dataset which were
earlier noted in subject-based studies, namely, (VH and Anxiety),
(SI and Depression) and (AB and Personality Disorders) [20, 45].
CQEMS will be made publicly available to enable further macro-
level analysis and insights such as the above for complementing
subject-dependent mental health studies [54, 1, 57]. Furthermore,
though somewhat noisy, this large collection of annotated posts may
be used to train supervised prediction models via techniques such as
data augmentation and semi-supervision [63].

Figure 2. Spread of EMS labels across the different MH conditions

4 Related Work

Recently, due to increasing focus on blended healthcare as well as
mental health awareness, there has been a surge in research stud-
ies relevant to mental health topics. Most of these studies pertain
to the analysis of content in online forums and social media portals
for identifying symptoms and risk assessment of prominent men-
tal health conditions such as depression, eating disorders, and self-
harm [47, 70, 56, 66]. Though most of these studies are data-driven,
researchers have noted the need for machine learning model out-
puts on mental health topics to be theoretically-grounded [18, 25].
Towards this end, recent works address interpretable or explainable
mental health disorder prediction [69] and prediction of concepts
from therapy (for example, EMSs) [22]. Our work builds on this
latter study by further proposing scalable techniques for EMS iden-
tification as well as linking them to treatments for incorporation into
empathetic response generation. Incorporation of empathy into gen-
erated conversations is a subject of on-going research [55, 37]. Ques-
tionaires were effectively harnessed for generalizing depression de-
tection in previous work [41]. Several chatbots such as Wysa [29] and
Woebot [18] are currently in use for supporting one-to-one counsel-
ing. In contrast with these applications that are for direct interaction
with end users, our methods are designed for peer counselors who
require assistive systems for tasks such as counseling strategy rec-
ommendation, or for training and active listening support while they
effectively handle the large volumes of online questions [28, 7].

5 Summary and Future Directions

We proposed EMSRank, an efficient algorithm based on Personal-
ized PageRank for predicting Early Maladaptive Schemas for mental
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Table 7. STeer-generated and human counselor responses for the mental health question in Table 2

Sample Treatment Guidelines for “2. MISTRUST / ABUSE (MA)”:
1. Think about a full spectrum of trustworthiness of others. Using this thinking to guide you, consciously allow
yourself to trust others when they deserve it.
2. Be less punitive when other people make mistakes. When appropriate, actively try to be forgiving instead.

Response from STeer
I’m so sorry to hear that you’re going through this difficult time in your relationship. It’s understandable
that you’re feeling insecure and worried about the changes you’ve noticed in your girlfriend’s behavior.. . .
In situations like this, it’s important to think about a full spectrum of trustworthiness of others. It’s also
important to be less punitive when other people make mistakes or when their behavior changes. It’s possible
that your girlfriend is going through a difficult time . . .

Response from a human counselor

Grief has a huge impact on us and everyone’s reaction is different. The one common reaction however
is to shut down and distance ourselves. Her relationship with her grandmother was close, given she took care
of her up until she passed. It sounds like she is working through a difficult loss and her ability to connect with you,
or anyone else, is likely low right now. Trust what she is telling you and try to be there for her as she works through it.
If she finds it too difficult to connect again, a good grief counselor can help her get back on track.

Table 8. #posts in CQEMS for each mental health condition

Anxiety Depression PTSD PD SA ED
12983 6675 1989 407 435 342

health question posts on community forums. We further illustrated
the STeer technique that effectively uses EMS labels to generate em-
pathetic, “Schema Therapy”-grounded responses to cQA questions.
To the best of our knowledge, ours is the first work to address re-
sponse generation for mental health questions with clear linkage
to existing counseling theories by suitably prompting LLMs with
therapy-grounded inputs obtained via EMS labels. Using EMSRank
with textual entailment we compiled a large, high-quality, first-of-its-
kind, EMS-annotated dataset of approximately 23K questions col-
lected from prominent mental health community forums. We posit
that this dataset can be used to further computational research on
mental health topics and to derive macro-level insights into digi-
tal mental health. Indeed, we hope to pursue the above research di-
rections in future and specifically investigate supervised models for
EMS prediction, and improving the detection of mental health con-
ditions such as anxiety and depression via EMSs [48, 69].
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