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Abstract. Large language models (LLMs) and Retrieval-
Augmented-Generation (RAG) show remarkable capabilities in
Open-domain question-answering (ODQA). Despite the advance-
ments, LLMs tend to generate verbose responses, of which only a
small part is the answer phrase. Although the ability to produce the
confidence score for the answer is essential when deploying LLMs
in high-risk domains, sequence probabilities obtained from LLMs
do not correlate well with the probabilities of correctness and thus
fail to represent confidence scores. This study introduces Answer-
prefix Generation (ANSPRE) to improve generation quality, allow-
ing the LLMs to output answer phrases and produce highly reli-
able confidence scores. We guide the model in predicting the an-
swer phrase using an answer prefix and design a ranking score that
integrates parametric and non-parametric knowledge. The answer
phrases and their corresponding scores enable ANSPRE to aggre-
gate results from different documents and samplings to boost per-
formance and produce confidence scores highly correlated with cor-
rectness. We show that ANSPRE can be applied to any LLM and
present an approach called SELF-ANSPRE to combine ANSPRE with
Self-reflective RAG, a state-of-the-art framework based on reflection
tokens. Empirical evaluation on popular ODQA benchmarks shows
that ANSPRE and SELF-ANSPRE significantly improve state-of-the-
art LLMs and RAG frameworks. An in-depth analysis shows that
confidence scores produced by ANSPRE are highly correlated to the
likelihood of correctness.

1 Introduction

State-of-the-art Large Language Models (LLMs) have demon-
strated outstanding capabilities in Open-domain question-answering
(ODQA). As the knowledge embedded in the LLMs parameters
does not always suffice and is invalidated by the changing world,
Retrieval-Augmented Generation (RAG) [15, 7] proposes augment-
ing the question with the documents retrieved from a knowledge
base. Consider the question "What gambling game, requiring two
coins to play, was popular in World War I?". Although the desired
answer is the word "Two-Up," RAG with a pre-trained LLM (Fig-
ure 1, left) tends to produce a verbose response, typically by pro-
viding contextual information to elaborate the answer. Although the
response is informative, extracting the answer phrase ("Two-up" in
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the example) from the response is not trivial. While we can employ
instruction-tuned [24] and reinforced [18] LLMs to output the an-
swer phrase, experiments show that their performance is inadequate
and highly depends on the models, system prompts, and instructions.

Another crucial aspect of LLMs is their ability to produce confi-
dence scores for answers, particularly crucial when deploying them
in high-risk domains such as law, finance, or healthcare[10]. Lan-
guage model calibration, the property of the predicted confidence
being correlated with the probabilities of correctness [6], is one com-
mon aspect to assess the reliability of the confidence score. Although
LLMs can obtain the sequence probability of the response, we show
that this probability is unreliable in terms of calibration and should
not serve as the confidence score.

The inability to identify the answer phrase and produce the confi-
dence score limits the application of LLMs. First, many practical sys-
tems require further processing of the answer phrase, such as map-
ping to an entity in the database [5, 4] to provide hyperlinks and ref-
erences. Second, unreliable confidence scores restrict the application
of LLMs in high-risk domains. Also, while aggregating the answer
across generation samplings has shown remarkable performance gain
in mathematics tasks [23], applying this method to RAG is problem-
atic because of the lack of consensus in the LLMs’ responses.

This paper introduces Answer-prefix Generation (ANSPRE) to im-
prove the generation quality, allow the model to output the answer
phrase, and produce a reliable confidence score. The main idea is
to append the prompt with a sequence of text that leads to the an-
swer phrase. We refer to this sequence of text as the answer prefix.
Figure 1 (right) shows the overview of ANSPRE. In particular, given
a question, ANSPRE first generates the answer prefix using curated
few-shot examples (Step 1). Our preliminary study shows that only
a handful of handcrafted examples are enough to generate a high-
quality answer prefix. ANSPRE then uses an existing retriever to re-
trieve relevant documents from the knowledge base (Step 2), similar
to ordinary RAG. Subsequently, ANSPRE combines the document,
the question, and the answer prefix and prompts the LLM to gener-
ate the answer phrase (Step 3). Finally, ANSPRE aggregates the an-
swer phrases and their confidence scores across documents and sam-
plings to produce the final answer (Step 4). We show that ANSPRE

outputs high-quality answer phrases and produces confidence scores
that highly correlate with correctness. The answer phrases and con-
fidence scores enable ANSPRE to aggregate answers from multiple
documents and samplings to form a high-quality answer.

ANSPRE can be applied in any LLM and even sophisticated sys-
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Prompt: What gambling game, requiring two
coins to play, was popular in World War I?

"Two-up" was played extensively by
Australia's soldiers during World War I

"Two-up" is a gambling game, involving
throwing two coins or pennies.

Step 1: Retrieve K documents

Prompt +

The game is "Two-up". It
involves throwing two coins..

Based on the paragraph, the
game was Two-up.

Pachinko has remained popular since it
was closed down during World War It is Pachinko, which was

popular since ...

Prompt: What gambling game, requiring two
coins to play, was popular in World War I?

Step 2: Retrieve K documents

Step 2: Doc + Prompt → LLM Generate

Step 1: Generate Answer-Prefix

Prefix: The gambling
game, requiring two
coins to play, that was
popular in World War I
was [...]

"Two-up"

Step 3: Doc + Prompt + Prefix → LLM Generate

Step 4: Answer aggreation

Retrieval-Augmented Generation (RAG) Ours: Answer-prefix Generation (ANSPRE)

The World War I gambling
game was Two-up

Few-shot
Examples LLM

+

+

Question: What gambling game, requiring two
coins to play, was popular in World War I?

Response: The gambling game, requiring two
coins to play, that was popular in World War I
was [...]

+ +

Prob: 0.22

Two-up
Prob: 0.42

Pachinko
Prob: 0.12

"Two-up" was played extensively by
Australia's soldiers during World War I

"Two-up" is a gambling game, involving
throwing two coins or pennies.

Pachinko has remained popular since it
was closed down during World War AggregatorFinal Answer: Two-up

Multiple samplings
of response

Sequence probability
can't reflect confidence

Extracting the answer
phrase is not trivial

Aggregating answer
is not possible

Answer
phrase

Input to subsequent systems
(e.g. entity mapping) not possible

Figure 1: Overview of ANSPRE.
tems. Recently, the inspiring work of Self-Reflecive RAG (SEFT-
RAG)[1] improves the LLM generation by introducing reflection to-
kens to decide whether to retrieve documents and ranking the re-
sponse by the utility of the document and the answer, achieving
state-of-the-art results on various ODQA benchmarks. We show
that ANSPRE can further improve SEFT-RAG and introduce the
Self-Reflective Answer-Prefix Generation (SELF-ANSPRE). Figure
2 shows the overall of SELF-ANSPRE. In SELF-ANSPRE, we com-
bine the confidence scores from ANSPRE with the scores from the
reflection tokens to form the final score for ranking.

The contribution of this paper is as follows.

• We introduce ANSPRE to improve the generation quality, allow
the model to output the answer phrase, and produce a reliable
confidence score. The produced confidence scores highly corre-
late with the probabilities of correctness. The answer phrases and
confidence scores broaden the applicability of LLM and enable
the use of aggregating techniques to boost performance further.

• Inspired by the SEFT-RAG approach, we introduce SELF-
ANSPRE. SELF-ANSPRE maintains the beneficial properties of
SEFT-RAG while significantly improving the generation quality
by combining the confidence scores and reflection token scores.

• Empirical results on three ODQA benchmarks and various LLM
architectures show that ANSPRE significantly improves pre-
trained and instruction-tuned LLMs. Also, SELF-ANSPRE signifi-
cantly improves SEFT-RAG. Our analysis indicates the importance
of each ANSPRE component and shows that the confidence scores
from ANSPRE highly correlate with correctness and are more reli-
able than sequence probabilities of LLMs, in terms of calibration.

2 ANSPRE Generation

2.1 Problem Formulation and Overview

Problem Formulation. Consider the question "What gambling
game, requiring two coins to play, was popular in World War I?".
Employing an RAG pipeline with LLM, we want the LLM to output
the phrase "Two-up" with the corresponding confidence score.

Formally, given a question Q, an LLM M, and k relevant docu-
ments D = {D1, D2, ..., Dk} retrieved by an existing retriever, we
aim to obtain the answer phrase to the question Q, along with the
confidence score. The LLM M is formulated by the next token pre-
diction distribution PM(yt|X, y<t) where X is the input prompt and
yt is the t-th token in the response. Let Y be the response generated
by M. The sequence probability of the response is calculated as

PM(Y |X) =

|Y |∏

t=1

PM(yt|X, y<t)

In the context of RAG, let Y be the LLM’s response con-
sisting of multiple tokens Y = [y1, y2, ..., yT ] where yt is
the t-th token. The tokens in the response are generated by
the distribution PM(yt|Q,D, y<t). The probability of the re-
sponse is PM(Y |Q,D). In practice, the cumulative log probability
log(PM(Y |Q,D)) is used for computations. Standard RAG poses
some limitations. First, only a small set of tokens in Y belongs to the
answer phrase. Second, we show that PM(Y |Q,D) does not corre-
late well with the probability of correctness and thus cannot represent
the confidence of the answer.

Background on Calibration. Consider an answer with a confi-
dence score in a range [0, 1]. If the confidence score is 0.6, we would
expect this answer’s probability to be correct is 0.6. Formally, given
an answer prediction Ŷ , the true answer Y , and the prediction’s con-
fidence score fcon(Ŷ ) estimated by the model fcon, a perfectly cali-
brated model satisfies the following.

P (Ŷ = Y |fcon(Ŷ = p)) = p, ∀p ∈ [0, 1]

Expected Calibration Error (ECE)[6] is a commonly used metric to
measure calibration. In practice, we calculate the ECE by bucketing
predictions into M disjoint equally sized interval bins based on con-
fidence. The ECE is a weighted average of the discrepancy between
each bucket’s accuracy and confidence.

M∑

m=1

|Bm|
n

|acc(Bm)− con(Bm)|

where |Bm| is the m-th bucket, acc(Bm) is the average accuracy, and
con(Bm) is the average confidence of the bucket.

Few-shot and Instruction-tuning Approaches. One straightfor-
ward approach to obtaining the answer phrase is to provide few-shot
examples [19] to guide the LLM to output only the answer phrase.
However, in the RAG pipeline, the input is augmented with the mul-
tiple retrieved documents, whose sequence length can be hundreds of
tokens. This property of RAG requires few-shot examples to be very
long, rendering the few-shot approach infeasible regarding memory
and scalability. Another approach is to use LLMs that are instruction-
tuned [24] and reinforced [18]. Although we can instruct these LLMs
to output the answer phrase, our experiments show that their perfor-
mance is inadequate and highly sensitive to minor changes in system
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� � � � � � � � �The gambling
game, requiring two
coins to play, that was
popular in World War I
was played by tossing
two coins ...

Prompt:�What gambling game, requiring two
coins to play, was popular in World War I?

Step 1: Retrieve K documents

Step 2: Generate segment

Step 3: Critique outputs and rank segments

Retrieve

Prompt + Prompt + Prompt +

� � � � � � � � �The game
was called "Two-up"

No retrieve

� � � � � � � � �The game
is played by tossing
two coins and betting
on the ...

Generate Reflect
Tokens to decide

whether to retrieve

� � � � � � � � �The
mechanical game
Pachinko which
originates in Japan

> >

Answer using
parametric memories

Reflection Tokens

Relevant Irrelevant

Partially

Relevant

Supported

Answer: The game was called "Two-up"

Additional Step: Generate Answer-Prefix

Handcrafted
Examples

Prefix: The gambling
game, requiring two
coins to play, that was
popular in World War I
was [...]

Self-Reflective Retrieval-Augmented Generation (SELF-RAG) Ours: Self-Reflective Answer-prefix Generation (Self-ANSPRE)

Prompt

LLM

+

Prompt + Prompt +

� � � � � � � � �The gambling
game, requiring two
coins to play, that was
popular in World War I
was "Two-up"

Irrelevant

Partially

Relevant

Supported

Prompt +

+ Prefix

Relevant � � � � � � � � �The gambling
game, requiring two
coins to play, that was
popular in World War I
was Pachinko

+ Prefix + Prefix

> >
Answer: "Two-up"

+ ANSPRE�Score + ANSPRE�Score + ANSPRE�Score

Retrieval

Prompt + Prefix Standard ANSPRE Generation

Reflection Token Scores

Figure 2: Overview of SEFT-RAG and the modifications in SELF-ANSPRE

prompts and instruction prompts. Second, unlike pre-trained LLMs,
fine-tuned LLMs require an intensive amount of labeled data for fine-
tuning and reinforcement learning, which is not always available.

Overview. Figure 1 (right) shows the overview of ANSPRE. We
aim to improve LLM generation quality by applying an answer prefix
to the prompt before generating the answer. For the question "What
gambling game, requiring two coins to play, was popular in World
War I", one possible answer prefix is "The gambling game, requiring
two coins to play, that was popular in World War I was ___". Most
LLMs are trained following causal language modeling, which trains
the model to predict the next token in the sequence. Intuitively, by
appending the answer prefix to the question, we can expect that the
next generated tokens will form the answer phrase. The cumulative
probabilities of these tokens can also be used to produce the confi-
dence score of the answer phrase. The next subsection describes the
main steps in ANSPRE and the adaption of ANSPRE to the complex
system Self-Reflective RAG.

2.2 Generating Answer Prefix

Consider the example question "What gambling game, requiring two
coins to play, was popular in World War I?". Suppose the answer
to this question is [ANSWER]. The declarative form of the question
will be "The gambling game, requiring two coins to play, that was
popular in World War I was [ANSWER]". The part of the declarative
form without the [ANSWER] is the answer prefix. We leverage this
intuition and use the LLM to generate the answer prefix.

Let E be the answer prefix. We use the LLM M with few-shot
prompting and handcrafted examples to generate E. Our preliminary
study shows that only a handful of handcrafted examples are enough
to generate a high-quality answer prefix. We manually curate the
questions and their declarative forms to use as few-shot examples.

D1

...

1-1 1-2 1-N...

Documents Answer Sampling

D2 2-1 2-2 2-N...

Dk k-1 k-2 k-N...

R
el

ev
an

cy

Probability�

...

Candidates for aggregating by best document

Candidates for aggregating by best sampling

...

...
OR

Softmax

...

Voting

Answer

Y (i)(s)

Figure 3: Answer aggregation overview

We use the tag [ANSWER] to represent the answer in the declara-
tive form. The questions are across the wh-questions ("who", "what",
"where", "when", "why", "which", "whose", "how"). We create three
examples for each type of wh-question, resulting in 24 few-shot ex-
amples. The number of examples is fixed and does not affect the scal-
ability of the method. We use the following prompt template for the
few-shot examples: "Given an interrogative sentence: "{question}".
Assuming the answer to this question is [ANSWER], transform the
sentence to the declarative form.". We prompt the LLM M using
the few-shot examples to generate E. When the tag [ANSWER] is
generated, we stop the generation to obtain the answer prefix E.

2.3 Answer Phrase Generation

With the answer prefix E obtained from the previous step, we con-
dition the answer generation as the next token generation. For each
document Di, we generate the answer phrase using the next-token

N.-K. Le et al. / ANSPRE: Improving Question-Answering in Large Language Models with Answer-Prefix Generation2502



distribution PM(yt|Q⊕E,Di, y<t), where ⊕ indicates concatena-
tion. We continue to generate the next tokens until the end of the
phrase, indicated by punctuation or special tokens. We use beam
search with beam width B to obtain the best N answer samplings
(B ≥ N). The samplings are used in the answer aggregation step.

In language models, parametric knowledge refers to the knowl-
edge stored in the model parameters, and non-parametric knowledge
refers to knowledge from external sources such as retrieved docu-
ments. We design the following scores to integrate these two sources
of knowledge.

SPhrase = PM(Y |Q⊕ E,Di)

SSentence = PM(E ⊕ Y )

SPhrase is the probability of the answer phrase conditioned on the
question, the answer prefix, and the retrieved document. SPhrase re-
flects the non-parametric knowledge as it is conditioned on the re-
trieved document. On the other hand, SSentence is the sequence prob-
ability of the answer sentence, which is the concatenation of the an-
swer prefix and the answer phrase. Consider the example in Figure 1
(right); the answer sentence will be "The gambling game, requiring
two coins to play, that was popular in World War I was Two-up". The
model uses only the knowledge stored in the parameters to assess the
probability of this sentence. Therefore, SSentence reflects the paramet-
ric knowledge. The final ANSPRE score is the weighted sum of the
two scores and is calculated as follows.

SANSPRE = wPhrase ∗ SPhrase + wSentence ∗ SSentence

where wPhrase and wSentence are the pre-defined weight terms and
wPhrase + wSentence = 1. We use SPhrase as the confidence score and
use SANSPRE to aggregate and rank the answers.

2.4 Answer Aggregation

After obtaining the candidate answer phrases and their scores, we
propose a method to aggregate them. Figure 3 shows the overview of
the answer aggregation process. We calculate each candidate’s final
score and normalize them using the softmax function. We group the
candidate answer phrases and use the sum of the scores in each group
to rank the answers.

Formally, assuming C = {C1, C2, ...C|C|} is the candidate answer
phrases, A = {A1, A2, ..., A|A|} is the set of normalized answer
phrases, surjective function η : C �→ A is the normalizing func-
tion (removing punctuation and converting to lower case), S(c) is
the final score of the answer phrase c, we calculate the score used for
ranking the answer as follows.

Score(Ai) =
∑

η(cj)=Ai

eS(Cj)

∑
C∈C eS(C)

The answer with the highest score is selected as the final answer.
We propose two approaches to aggregate the answers. Assuming
that the retrieved documents D = {D1, D2, ..., Dk} are ordered by
the decrease of relevancy, the most relevant document is D1. The
beam search generates N samplings for each document in the an-
swer phrase generation step. We denote Y (i)(s) as the s-th output in
the samplings (1 ≤ s ≤ N) generated using document Di. We as-
sume that the samplings are ordered by the decrease of cumulative
probability (Y (i)(1) has the highest probability). The first approach
aggregates all samplings in the most relevant documents. For this ap-
proach, the candidates are collected as C = {Y (1)(s)|1 ≤ s ≤ N}.

The second approach aggregates the best answer samplings across
all documents. For this approach, the candidates are collected as
C = {Y (i)(1)|1 ≤ i ≤ k}.

2.5 Adaptation to Self-Reflective RAG

Self-Reflective Retrieval-Augmented Generation (SEFT-RAG) [1]
achieves state-of-the-art results on various ODQA benchmarks.
SEFT-RAG (Figure 2, left) trains an LLM that dynamically retrieves
documents as needed during text generation and critiques the doc-
uments and the response using unique tokens known as reflection
tokens. We introduce the modifications to key components of SEFT-
RAG to adapt the ANSPRE technique and propose SELF-ANSPRE

(Figure 2, right).
The overall process of SELF-ANSPRE is similar to SEFT-RAG ex-

cept for some modifications in the answer generation and critique
steps. We use an LLM trained by SEFT-RAG approach [1]. We in-
troduce an additional step to generate the answer prefix, similar to
Section 2.2. Similar to SELF-RAG, the LLM first generates the re-
flection tokens ([Retrieve]/[No retrieve]) to decide whether to re-
trieve documents (Step 1). If no documents are needed, we use the
prompt and the answer prefix to generate the answer, similar to stan-
dard ANSPRE but without the document. If documents are needed,
we retrieve k documents using an existing retriever and use them
to generate the answers (Step 2). In this step, SEFT-RAG uses the
LLM to generate the response with reflection tokens. Each reflection
token critiques different aspects of the triplet (document, question,
response). In SELF-ANSPRE, we modify this component by adding
the answer prefix before the main generation. After generation, we
use the tokens between the answer prefix and the following reflec-
tion tokens as the answer phrase and calculate the ANSPRE score, as
in Section 2.3.

The final step is to critique and rank the outputs (Step 3). In SELF-
RAG, there are three types of critic tokens (ISREL, ISSUP, ISUSE).
During the generation, SELF-RAG uses beam search to acquire the
top sequence continuations at each step t and return the best sequence
at the end. The score of the sequence is updated with the critic score,
which is the linear weighted sum of the normalized probability of
each critic token type. The following is the formula for the critique
score from the work of Asai et al. [1].

Scritique =
∑

G∈G
wGsGt

where G = {ISREL, ISSUP, ISUSE} is the set of critic token
types, sGt is the probability of the desirable token for type G, and
wG is the weights. In SELF-ANSPRE, we extend the formula to in-
clude the ANSPRE score of the answer.

Scritique =
∑

G∈G
wGsGt + wASANSPRE

where wA is the weight terms and SANSPRE is the ANSPRE score.
The sequence with the highest score is returned at the end of the
generation.

3 Experiments

3.1 Tasks and Datasets

We conduct evaluations on three ODQA benchmarks.
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TriviaQA PopQA NaturalQuestion
Model Match EM F1 Match EM F1 Match EM F1

Pre-trained Foundation LLM with retrieval
Llama-27B 48.28 9.83 24.83 38.74 6.72 18.65 23.85 0.94 7.42
Llama-27B-ANSPRE 52.85↑4.57 47.61↑37.78 55.55↑30.72 42.17↑3.43 43.1↑36.38 47.01↑28.36 24.9↑1.05 23.71↑22.77 30.73↑23.31

Llama213B 52.48 17.38 32.35 42.17 5.15 18.79 26.15 4.96 14.32
Llama213B-ANSPRE 58.51↑6.03 53.64↑36.26 61.78↑29.43 46.03↑3.86 44.39↑39.24 47.98↑29.19 30.36↑4.21 29.34↑24.38 37.52↑23.2

Mistral7B 54.29 12.59 26.25 44.53 4.50 17.05 33.52 3.32 10.31
Mistral7B-ANSPRE 61.11↑6.82 55.13↑42.54 64.88↑38.63 47.53↑3.0 45.82↑41.32 49.97↑32.92 32.52↓1.0 29.89↑26.57 40.23↑29.92

Gemma7B 58.91 31.40 44.23 42.74 21.30 31.45 38.67 9.72 20.06
Gemma7B-ANSPRE 61.89↑2.98 55.18↑23.78 65.35↑21.12 46.53↑3.79 44.89↑23.59 47.88↑16.43 31.58↓7.09 28.48↑18.76 39.46↑19.4

OPT6.7B 46.37 3.08 11.22 40.89 1.36 9.12 22.13 0.14 3.28
OPT6.7B-ANSPRE 41.52↓4.85 35.16↑32.08 43.19↑31.97 40.1↓0.79 37.6↑36.24 41.21↑32.09 19.83↓2.3 18.64↑18.5 26.23↑22.95

Pre-trained Foundation LLM without retrieval (only parametric memories)
Llama213B 46.47 33.38 42.62 15.23 9.86 13.88 16.29 8.17 15.48
Llama213BANSPRE 61.23↑14.76 55.08↑21.7 64.66↑22.04 24.16↑8.93 23.3↑13.44 26.67↑12.79 30.19↑13.9 28.03↑19.86 38.12↑22.64

Llama27B 28.39 10.64 20.19 11.58 4.65 9.04 12.13 2.96 8.68
Llama27B-ANSPRE 55.59↑27.2 49.31↑38.67 58.34↑38.15 24.37↑12.79 25.66↑21.01 27.13↑18.09 25.24↑13.11 23.68↑20.72 32.41↑23.73

Pre-trained Foundation LLM on multilingual data (focus on Chinese and English) with retrieval
Baichuan27B 44.20 13.58 26.46 40.74 4.65 15.34 20.78 2.11 7.78
Baichuan27B-ANSPRE 54.98↑10.78 48.48↑34.9 57.88↑31.42 41.24↑0.5 40.81↑36.16 43.92↑28.58 24.43↑3.65 21.33↑19.22 31.05↑23.27

Baichuan213B 48.99 8.10 21.54 39.10 4.29 14.62 27.12 0.83 6.49
Baichuan213B-ANSPRE 53.89↑4.9 48.04↑39.94 57.07↑35.53 40.53↑1.43 39.53↑35.24 42.85↑28.23 27.34↑0.22 25.4↑24.57 34.9↑28.41

Qwen7B 54.49 0.44 5.27 48.96 0.14 2.10 33.93 0.19 3.68
Qwen7B-ANSPRE 57.09↑2.6 48.0↑47.56 59.64↑54.37 48.61↓0.35 46.18↑46.04 50.94↑48.84 30.72↓3.21 24.43↑24.24 36.17↑32.49

Qwen14B 57.04 1.38 5.76 47.18 0.36 2.86 36.62 0.50 3.55
Qwen14B-ANSPRE 61.0↑3.96 52.0↑50.62 63.48↑57.72 47.75↑0.57 45.89↑45.53 49.4↑46.54 29.53↓7.09 22.91↑22.41 35.07↑31.52

Instruction-tuned & Reinforced LLM
Llama2-C7B 60.41 33.20 48.32 45.18 23.73 36.33 38.14 9.81 21.19
Llama2-C7B-ANSPRE 57.73↓2.68 40.97↑7.77 55.54↑7.22 50.25↑5.07 40.53↑16.8 48.05↑11.72 31.08↓7.06 19.58↑9.77 31.38↑10.19

Llama2-C13B 66.84 5.67 33.03 54.32 0.36 17.40 41.69 1.30 15.92
Llama2-C13B-ANSPRE 62.03↓4.81 47.0↑41.33 61.08↑28.05 50.46↓3.86 42.82↑42.46 49.11↑31.71 33.13↓8.56 22.99↑21.69 35.43↑19.51

Vicuna13B 66.53 30.86 48.98 56.25 3.65 23.60 43.21 5.29 20.33
Vicuna13B-ANSPRE 62.35↓4.18 44.33↑13.47 59.98↑11.0 47.46↓8.79 39.67↑36.02 46.04↑22.44 34.10↓9.11 18.01↑12.72 32.46↑12.13

Self-Reflective Retrieval-Augmented-Generation
SELF-RAG 7B 66.18 20.91 38.70 54.97 1.14 19.67 36.15 36.73 44.89
SELF-ANSPRE 7B 66.21↑0.03 40.15↑19.24 58.42↑19.72 54.11↓0.86 42.17↑41.03 51.91↑32.24 38.14↑1.99 31.25↓5.47 39.73↓5.16

SELF-RAG 13B 67.59 19.14 38.37 55.83 0.79 20.10 38.73 40.75 48.72
SELF-ANSPRE 13B 66.99↓0.6 46.78↑27.64 62.98↑24.61 52.61↓3.22 38.74↑37.95 49.41↑29.31 40.3↑1.57 35.68↓5.07 44.79↓3.93

Table 1: Result on three ODQA tasks of baseline LLMs with and without ANSPRE. Every two lines compare the performance of LLM before
and after applying ANSPRE. Blue numbers indicate a performance gain and red numbers indicate a performance decrease of ANSPRE compared
to the baseline version.

PopQA[17] includes questions about factual knowledge. We eval-
uate the long-tail subset, containing 1,399 rare entity queries whose
monthly Wikipedia views are below 100.

TriviaQA[12] includes questions about factual knowledge. We
use the TriviaQA-unfiltered (open) subset. Due to the unavailabil-
ity of the TriviaQA-unfiltered test set, we adopted the validation and
test split used in previous studies, comprising 7,313 test queries for
assessment.

NaturalQuestion[13] includes factual questions from real users.
We use the Open-NQ subset [14], containing 3,610 questions in the
validation set.

We use zero-shot evaluations, where we use instructions to de-
scribe the tasks without providing few-shot examples. We evaluate
the performance using Exact-Match (EM), which requires the pre-
diction to match the gold answer exactly; F1-score, which is mea-
sured based on the overlap between the prediction and the gold an-
swer; and Match-accuracy, which assesses whether responses in-
clude the gold answers.

3.2 Baselines

We evaluate competitive, publicly available pre-trained LLMs into
the following groups.

Pre-trained Foundation LLM. We evaluate Llama27B,13B[22],
Mistral7B [9], Gemma7B[21],OPT6.7B[27].

LLM without retrieval. We evaluate Llama27B,13B in the setting
without retrieval. In this setting, the LLMs only use parametric mem-
ories to generate the answer.

LLM trained on multilingual data. We evaluate LLM trained on
multilingual data, focusing on Chinese and English, that show com-
petitive performance on a wide range of tasks. This group includes
Qwen7B,14B[2], Baichuan27B,13B[26].

Instruction-tuned/Reinforced LLM. We evaluate LLMs that are
instruction-tuned and reinforced using proprietary data. This group
includes Llama2-Chat7B,13B, Vicuna13B[3].

Self-Reflective RAG. We evaluate the SELF-RAG7B,13B[1] and
compare with our SELF-ANSPRE.
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We compare the performance of each LLM with and without ap-
plying ANSPRE to evaluate the effectiveness of the method.

3.3 Experimental Settings

We use greedy decoding to generate the answer prefix in ANSPRE.
Following previous work [1], we use the official 2018 English
Wikipedia as the knowledge base by default, except for the PopQA
dataset, where we use the December 2020 English Wikipedia. We use
Contriever-MS MARCO[8] to retrieve top k = 5 documents for the
retrieval step. For each document, we use beam search with a beam
width of 10 to sample N = 10 answer samplings. By default, we
assign the weight terms of ANSPRE as wPhrase = wSentence = 0.5. We
set the maximum number of new tokens to 100 during the ANSPRE’s
answer generation. For answer normalization, function η removes
articles and punctuation, normalizes white spaces, and converts the
answer to lowercase.

For instruction-tuned and reinforced baselines, we employ various
prompts that instruct the LLM to output only the answer phrase and
report the highest results. For SELF-RAG and SELF-ANSPRE, we use
the same weight terms for the reflection tokens as in the work of Asai
et al. [1], which is 1.0, 1.0, 0.5 for token types ISREL, ISSUP, and
ISUSE, respectively. In SELF-ANSPRE, we use wA = 0.5 by default.

4 Results and Analysis

4.1 Main Results

Performance comparison with baselines. Table 1 shows the per-
formance difference between the baseline LLMs with and without
ANSPRE. We use the same aggregator (aggregating samplings in the
most relevant document) for all ANSPRE results for a fair compari-
son. In most cases, ANSPRE significantly improves the performance
of baseline LLM in all metrics. The results suggest a constant im-
provement in EM and F1 scores across all models and benchmarks.
In some cases, we witness a minor decrease in Match-accuracy from
ANSPRE. This is reasonable, considering the baseline LLMs gener-
ate a much longer response than ANSPRE and increase the chance of
containing the gold answers.

For the instruction-tuned and reinforced group, we instruct the
baseline LLMs to output only the answer phrase. When not con-
strained to output only the answer phrase, baseline LLMs yield no-
tably lower results. Even with this constraint, the performance of
baseline LLMs remains significantly lower compared to ANSPRE.
The result of this group suggests that ANSPRE significantly im-
proves the baselines in EM and F1, despite some decrease in Match-
accuracy. This decrease is expected as the baseline tends to pro-
vide contextual information to elaborate the answer, which helps the
Match-accuracy. We observe a significant gap in the performance of
baseline Llama2-C7B and Llama2-C13B. Our error analysis shows that
although being instructed to only output the answer phrase, Llama2-
C13B tends to respond with conversation fillers. This result highlights
the limitation of instruction-tuned models and shows that applying
ANSPRE can mitigate the issue to some degree.

The result in the group of Self-Reflective RAG shows that SELF-
ANSPRE outperforms SELF-RAG in EM and F1 in TriviaQA and
PopQA while remaining a comparable Match-accuracy. In Nat-
uralQuestion, SELF-ANSPRE outperforms SELF-RAG in Match-
accuracy despite a decrease in EM and F1.

Confidence calibration comparison with baselines. Figure 4
shows the reliability diagram of the confidence score obtained by
the sequence probability of the LLM and by ANSPRE. The result

depicts that the confidence scores obtained by ANSPRE are better
aligned with the probability of correctness. Also, normalizing across
the sampling helps calibrate the confidence score better. Table 2 com-
pares the confidence score produced by ANSPRE and baselines, mea-
sured in Expected Calibration Error (ECE). The result suggests that
the confidence scores produced by ANSPRE significantly outperform
the baselines. We observe that using ANSPRE score and normalizing
the score across the samplings tends to produce the best calibration.

Sequence Probability
ECE = 0.4655

+ Normalized across samplings
ECE = 0.2588

(a) LLama2

ANSPRE Answer Probability
ECE = 0.3638

+ Normalized across samplings
ECE = 0.1425

(b) LLama2 with ANSPRE

Figure 4: Llama2 reliability diagram. The left side shows the confi-
dence score obtained by the sequence probability of LLM (top-left)
and after normalized across samplings (bottom-left). The right side
shows the confidence score obtained by ANSPRE (top-right) and after
normalized across samplings (bottom-right). Each bar corresponds to
one bucket, and the height is the average accuracy. The perfectly cal-
ibrated model should have the bars aligned with the red diagonal.

Model ANSPRE ECE (default) ECE (normalized)

Llama27B
0.4655 0.2588

� 0.3638 0.1426

Mistral7B
0.4572 0.2669

� 0.3519 0.1045

Gemma7B
0.4518 0.3907

� 0.2489 0.0840

Baichuan27B
0.4150 0.2460

� 0.0884 0.1055

Qwen7B
0.5489 0.3399

� 0.2037 0.1463

Table 2: Confidence score reliability, measured in Expected Calibra-
tion Error (ECE), lower is better. By default, the confidence score
is obtained by cumulative probability (for baseline) and SPhrase (for
ANSPRE). normalized indicate normalizing across samplings.
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TriviaQA PopQA NaturalQuestion
Model Aggregator Match EM F1 Match EM F1 Match EM F1

Llama27B

None 37.59 31.52 37.71 43.46 39.03 44.06 14.71 12.88 17.73
Best samp across docs 46.66 39.68 47.49 40.39 36.31 41.04 20.86 19.14 25.08
Samps in best doc 52.85 47.61 55.55 42.17 43.10 47.01 24.90 23.71 30.73

Gemma7B

None 60.29 50.38 61.92 49.82 44.17 49.10 33.38 27.51 39.52
Best samp across docs 64.30 55.15 66.40 45.96 42.82 45.99 36.32 31.52 43.80

Samps in best doc 61.89 55.18 65.35 46.53 44.89 47.88 31.58 28.48 39.46

Mistral7B

None 58.62 50.29 60.53 51.11 46.82 51.48 33.19 28.17 38.98
Best samp across docs 63.27 55.30 65.67 44.75 42.17 45.46 35.76 31.39 42.44

Samps in best doc 61.11 55.13 64.88 47.53 45.82 49.97 32.52 29.89 40.23

Qwen7B

None 55.34 43.63 56.16 48.61 40.46 48.01 31.14 21.80 34.62
Best samp across docs 60.40 49.76 61.79 43.82 39.81 45.10 34.63 25.90 39.21

Samps in best doc 57.09 48.00 59.64 48.61 46.18 50.94 30.72 24.43 36.17

(a) Performance of ANSPRE with different aggregators (b) Effect of ANSPRE weight

Figure 5: Analysis of ANSPRE: (a) Performance of LLMs with different aggregator settings: without using aggregator (None), aggregate the
best samplings across all documents (Best samp across docs), and aggregate the samplings in the best document (Samps in best doc). Bold

numbers indicate the best performance in each model group. (b) Effect of ANSPRE weight term wPhrase on TriviaQA Match accuracy. The
dotted red line indicates the weight with the highest Match accuracy.

4.2 Analysis

Effect of ANSPRE weights. Figure 5b shows the effect of changing
the weight terms wPhrase and wSentence on the performance of Llama2
(wPhrase + wSentence = 1). The result suggests that ANSPRE achieves
the best performance when wPhrase ≈ wSentence, indicating the im-
portance of both parametric knowledge (SPhrase) and non-parametric
knowledge (SSentence). We also observe this trend in other LLMs.

Effect of aggregators. Table 5a compares the performance of
ANSPRE with different aggregation techniques. For each LLM, the
result compares the performance without aggregating and when ap-
plying the two proposed aggregation methods. The result suggests
that applying the proposed aggregation techniques almost always
boosts the performance in all metrics across all benchmarks. The re-
sult has no clear pattern for which method works best. Instead, which
method works best depends on the type and size of the LLM. How-
ever, in most cases, the difference between the two methods is in-
significant.

5 Related Work

Retrieval-Augmented Generation (RAG). RAG augments the in-
put with retrieved documents from the knowledge base to improve
knowledge-intensive tasks [15]. Other variants of RAG instruction-
tune an LLM with input augmented by a fixed number of retrieved
documents[16], or few-shot fine-tuning after jointly pre-training the
retriever and LLM[8]. Instead of statically retrieving once, another
line of work actively retrieves documents across the course of the
LLM generation[11] or trains an LLM to generate API calls for in-
formation [20]. The inspiring work of SELF-RAG trains an arbitrary
LLM that can decide whether retrieved documents are necessary and
reflects on retrieved documents and the responses using reflection to-
kens. SELF-RAG achieves state-of-the-art results on various ODQA
benchmarks. However, these approaches do not consider the impor-
tance of locating the answer phrase in the LLM’s verbose responses.
The confidence of the answers has yet to be fully studied in these
approaches.

Re-ranking and Aggregating. Re-ranking, referring to re-
ranking samplings or results from language models, is a common
approach to enhance generation quality. With the advancements

in LLM, many re-ranking and aggregating techniques have been
proposed. Self-Consistency[23] samples a set of Chain-of-thought
(CoT)[25] reasoning paths and answers, represented by sequences,
and aggregates the answers. This technique requires marginaliz-
ing the answer in the sequence and is only studied in mathemat-
ics tasks, where the reasoning paths and answers follow a tem-
plate. This requirement limits the application of Self-Consistency in
other question-answering tasks. Our two aggregating techniques are
inspired by Self-Consistency with some improvements. Thanks to
ANSPRE ability to output the answer phrase, our aggregating tech-
niques can be applied to ODQA tasks or any tasks where ANSPRE

is applicable. Instead of aggregating over the samplings like Self-
Consistency, our aggregating technique also specializes in the con-
text of RAG, where we aggregate the answers in two directions: sam-
plings in best documents and best sampling across documents.

6 Conclusions

This study introduces ANSPRE, a new generation technique to im-
prove generation quality, guiding the LLMs to output the answer
phrase and produce reliable confidence scores. ANSPRE leverages
LLMs’ causal language modeling nature and appends the prompt
with a prefix that encourages the next-token predictions to be the
answer phrase. We design a score that integrates parametric and non-
parametric knowledge to improve the ranking in aggregation and
produce highly reliable confidence scores. The answer phrases and
their confidence scores enable ANSPRE to gather results from differ-
ent documents and samplings to boost performance. We show that
ANSPRE can be applied to any LLM and present SELF-ANSPRE,
which combines ANSPRE with Self-reflective RAG. Empirical eval-
uation on three ODQA benchmarks shows that ANSPRE and SELF-
ANSPRE significantly improve state-of-the-art LLMs. An in-depth
analysis indicates the importance of individual ANSPRE components
and the reliability of the confidence scores produced by ANSPRE.
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