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Abstract. We propose a new uncertainty estimator for gradient-free
optimisation of black-box simulators using deep generative surrogate
models. Optimisation of these simulators is especially challenging
for stochastic simulators and higher dimensions. To address these
issues, we utilise a deep generative surrogate approach to model the
black box response for the entire parameter space. We then leverage
this knowledge to estimate the proposed uncertainty based on the
Wasserstein distance - the Wasserstein uncertainty. This approach is
employed in a posterior agnostic gradient-free optimisation algorithm
that minimises regret over the entire parameter space. A series of tests
were conducted to demonstrate that our method is more robust to the
shape of both the black box function and the stochastic response of
the black box than state-of-the-art methods, such as efficient global
optimisation with a deep Gaussian process surrogate.

1 Introduction

Simulation of real-world experiments is key to scientific discoveries
and engineering solutions. Such techniques use parameters describing
configurations and architectures of the system. A common challenge
is to find the optimal configuration for some objective, e.g., such that
it maximises efficiency or minimises costs and overhead [21].

To generalise the problem, we examine the case of stochastic sim-
ulators. A single call of such simulators is often computationally
expensive, which is the case for many domains, especially when
the simulator is Monte Carlo-based. For instance simulators mod-
elling particle scatterings [57], molecular dynamics [1], and radiation
transport [6]. The problem is also often referred to as design optimisa-
tion [51].

In this case, the simulator is treated as a black box experiment. This
means that observations come from an unknown and likely difficult-to-
estimate function. Using a surrogate model for black-box optimisation
(BBO) is an established technique [15], as BBO has a rich history of
both gradient and gradient-free methods [5], most of which come
from tackling problems that arise in physics, chemistry and engineer-
ing.

Although gradient-based optimisation has proven to work well
for differentiable objective functions, e.g. [12, 19, 17], in practice
nondifferentiable objective functions appear often in applications [2].
For instance, when one addresses parameter optimisation of a system
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represented by a Monte Carlo simulator which provides data from
an intractable likelihood [34]. In addition to that, simulation samples
used as input to train machine learning models usually consist of
several samples representing disconnected regions of the parameter
space. In this case, surrogate modelling and optimisation direction
estimation are particularly challenging due to high uncertainty, thus
making gradient-free optimisation much more preferable than gradient
methods.

Common gradient-free optimisation methods, e.g., Bayesian opti-
misation, rely on uncertainty estimation over the parameter space to
predict the potential minimum. We need to leverage the knowledge
of the stochastic simulator response, hence an uncertainty estimator
that would account for the complexity of both the response shape
and the geometry of the objective function is required. We propose
to minimise regret as in the lower confidence bound approach, but
the variance of the predictive posterior is moved from (Rd, L2) met-
ric space to (P2,W2) metric space. That is done by modelling the
stochastic simulator response with a deep generative model (DGM)
as the surrogate [50, 47].

A well-trained DGM surrogate can properly replicate the simulator
response. The use of DGMs as surrogates provides the opportunity
to work in agnostic predictive posterior settings [25]. In addition,
a single run of a DGM surrogate is orders of magnitude faster than
a simulator call, which is exactly the advantage of neural network
surrogates over simulators.

We review related works in Section 2. Section 3 describes the
proposed approach. In Section 4 we examine our approach on a set
of experiments and compare our results with selected baselines. The
results of the research are discussed and concluded in Section 5. The
appendices can be found in Ref. [53].

2 Related Work

Black-box optimisation encompasses numerous methods. Common
methods include conjugate gradient [55], Quasi-Newton methods,
such as BFGS [49], trust-region methods [13, 14], and multi-armed
bandit approaches [24]. In particular, Ref. [56, 10, 33, 38] explore
deep generative models for black-box optimisation. [10, 33] focus
on the inference of posterior parameters using given observations,
and [56] uses direct gradient optimisation of the objective function
using a local generative surrogate model. In addition, [30] and [38]
exploit the architecture of generative models used for optimisation -
[30] optimises in a latent space that a DGM learns, and [38] employ
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the invertibility of diffusion models to solve the inverse optimisation
problem. Further, [26] aims to find optimal parameters of a DGM that
approximate a fixed black box metric the best.

In practice, nondifferentiable objective functions are often needed.
In this case Bayesian optimisation (BO) [58, 54, 59], genetic algo-
rithms [51, 8], or numerical differentiation [62] are preffered. BO is
typically equipped with a Gaussian process (GP), which is defined by
a mean function and a kernel function that describes the shape of the
covariance. BO with a GP surrogate requires covariance matrix inver-
sion with O(n3) cost in terms of the number of observations, which is
challenging for a large number of responses and in higher dimensions.
To make BO scalable [18, 20, 28, 66] consider a low-dimensional lin-
ear subspace and decompose it into subsets of dimensions, i.e., some
structural assumptions are required that might not hold. In addition,
GP requires a proper choice of kernel is crucial. BO may need the
construction of new kernels [31]. [22] proposes a greedy approach
for automatically building a kernel by combining basic kernels such
as linear, exponential, periodic, etc., through kernel summation and
multiplication.

BO is not bound to use GP. For example, deep Gaussian processes
(DGP) [16, 35, 29] attempt to resolve the issue of finding the best
kernel for a GP. That is done by stacking GPs in a hierarchical struc-
ture as Perceptrons in a multilayer perceptron, but the number of
variational parameters to be learnt by DGPs increases linearly with
the number of data points, which is infeasible for stochastic black-box
optimisation, and they have the same matrix inverting issue as GPs,
which limits their scalability.

Other surrogate models that are reasonable to consider for BO are
Bayesian neural networks (BNN) [37, 60] and ensemble models [64].
BNN directly quantify uncertainty in their predictions and generalise
better than other neural networks. However, their convergence may
be slower as each weight is taken from a distribution. This also means
that BNN might require much more data than GPs to yield good
predictions.

On the other hand, an intuitive approach for uncertainty quantifi-
cation is using an ensemble surrogate model, e.g., an adversarial
deep ensemble (DE) [41, 64]. Single predictors of the ensemble are
expected to agree on their predictions over observed regions of the fea-
ture space, i.e., where data are given and so the uncertainty is low and
vice versa. The further these single predictors get from known regions
of the feature space, the greater the discrepancy in their predictions.

We chose these surrogates as in this work, we focus on approaches
that take advantage of the uncertainty incorporated in the predictive
posteriors of the surrogate. GP, DGP, and BNN have a distribution as
their outputs, and DE comprises one through its single predictors.

3 Method

3.1 Problem Statement

In design optimisation, one aims to find a configuration of the system
θ in the search space Θ ⊆ R

m, which minimises the expected cost
E

μ[f(θ, x)] of the black box. f is a real-valued function f : Θ ×
R

d → R, where x ∼ μ ∈ P(Rd), and P(Rd) is the space of Borel
probability measures in R

d. This means that f is pointwise observable,
defined over a set of parameters Θ. In this work, we take continuous
Θ. We assume that f is bounded from below and Lipschitz continuous.
The set Θ is convex, explicit, and non-relaxable, i.e., it does not rely
on estimates and f cannot be computed outside the feasible region.
The assumption of finite first and second moments of μ is reasonable.
It is denoted as μ ∈ P2, where P2 is the set of probability measures
with finite second moment.

As mentioned earlier, in black box optimisation simulated samples
typically represent disjoint regions of the parameter space. This means
that there is little or no information about most of the search space.
In addition, the probability measure μ is unknown. Thus, following
[42], we consider the problem of optimisation under uncertainty - a
problem tackled via distributionally robust optimisation. The problem
of uncertainty estimation amounts to evaluating the worst-case risk of
the objective function over an ambiguity set P ⊂ P2(R

d):

sup
μ∈P

E
μ[f(θ, x)]. (1)

Generally, ambiguity sets are used to ensure statistical performance
and computational feasibility [23]. In this work, we use the construc-
tion of considered ambiguity sets, Wasserstein balls to be precise, and
the topology they induce to quantify uncertainty. The Wasserstein
metric was studied for distributionally robust optimisation in Ref.
[27, 9, 39].

Thus, we find the optimal configuration by solving the following
optimisation problem:

inf
θ∈Θ

sup
μ∈P

E
μ[f(θ, x)]. (2)

The optimal design is found by selecting a point of potential mini-
mum among a set of explored candidates and calling the black box for
that point. Consequently, filling the search space with ground truths
and exploiting the obtained information increases the confidence of
the predicted optimal configuration.

3.2 Deep Generative Models for Surrogate Modelling

Having a generator model that would map a simple distribution, Z ,
to a complex and unknown distribution, p(μ), is desired in many
settings as it allows for the generation of samples from the intractable
data space. For our purposes, conditional deep generative models
(DGMs) are used to model the stochastic response of the simulator.
This is particularly advantageous in exploring unknown regions of
the parameter space. By parametrising the response space we exploit
deep generative models in showing that they can be used for both
approximating the objective function and modelling the simulator
for the whole feature space and hence also computing the proposed
uncertainty.

The goal of DGM is to obtain a generator G : Rs → R
d that maps

a given distribution, e.g., a Gaussian, Z supported in R
s to a data

distribution p(μ) supported in R
d.

According to the problem statement, each sample is associated with
a specific configuration, i.e., a vector of parameters θ, so we consider
conditional DGMs. Then the goal is to obtain G : Rs × Θ → R

d

such that distributions G(Z; θ) and p(μ; θ) match for each θ ∈ Θ.
Since Z and p(μ) are independent, we get G(Z; θ) ∼ p(μ; θ). For
simplicity of notation we denote G(Z; θ) as G(θ).

Thus, we explore the search space by training a deep generative
surrogate G on the set of ground truths M. For each value θ ∈ Θ,
we can generate the corresponding response of the simulator ν(θ) =
G(θ), i.e., ν is the predictive distribution at θ.

3.3 Wasserstein Uncertainty

In the usual Bayesian optimisation formulation, the epistemic uncer-
tainty estimator is the variance of the predictive posterior distribution.
Since the simulator is stochastic, we aim to have an uncertainty esti-
mator that would account for the intricacies of both sample density
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and the geometry of the objective function. Hence, we propose the
Wasserstein uncertainty - a Wasserstein distance-based uncertainty es-
timator that encapsulates the difference between known and predicted
samples in both the distribution and the L2 space.

Definition 1. 2-Wasserstein distance, denoted by W, is the optimal
transport cost between two probability distributions μ, ν ∈ P2 with
L2

2 cost function:

W(μ, ν) =

(
inf

π∈Π(μ,ν)

∫
|x− y|2dπ(x, y)

) 1
2

. (3)

Π(μ, ν) is the set of couplings of μ and ν. The Wasserstein distance
defines a symmetric metric on P2.

Optimisation over an ambiguity set allows us to describe the regions
of the parameter space with certain levels of uncertainty with respect
to given ground truths. Ambiguity sets are usually defined to ensure
statistical performance guarantees and computational tractability [48,
44]. A popular choice of ambiguity sets are Wasserstein balls [65, 52].

Definition 2. Wasserstein ball of radius ε and centred at ν, denoted
by Bε(ν), is the closure with respect to the topology induced by the
Wasserstein distance as follows:

Bε(ν) := {μ ∈ P2(R
d) : W(μ, ν) ≤ ε}. (4)

This significantly eases the search for a potential optimum, as for a
candidate ν its uncertainty amounts to:

F (μ) = sup
μ∈Bε(ν)

E
μ[f ]. (5)

The uncertainty of ν is associated with the closest known re-
sponse, i.e., for any prediction ν we consider μ̃ ∈ M such that
μ̃ = arg infμ∈M W(μ, ν). From the uncertainty estimation perspec-
tive, we can be as certain about ν as about the closest to it μ̃ ∈ M.
This also agrees with [39], where a decision under uncertainty is
modelled with a real-valued loss function, and the risk of the optimal
decision is the least risky admissible loss.

Consider Bε(ν) a Wasserstein ball centred at ν with radius ε =
W(ν, μ̃), i.e., such that μ̃ is located at the boundary of the ambigu-
ity set. Considering any other radius of Bε(ν) would yield either
overestimation or underestimation of the uncertainty of ν.

In fact, for an approximation of f of the form f̂ = 〈w, x〉, e.g., a
neural approximator, the supremum is attained at the boundary of the
Wasserstein ball.

Lemma 1. (Existence of a minimum at the boundary, [42]) There
exists a worst-case probability measure μ∗ attaining the supremum
(5) such that W(ν, μ∗) = ε.

In general, finding μ∗ is a task of its own, which would add compu-
tational costs to the optimisation problem. And ν would be equidistant
from the closest known response, μ̃, and the worst-case risk of the
objective function, μ∗. Thus, for a predicted ν, we quantify its uncer-
tainty as:

σW(θ) = inf
μ∈M

W(μ, ν). (6)

For σW to be a viable uncertainty estimator, it must be zero for
known responses and vice versa. Lemma 2 follows from the fact that
W is a distance. The proof is provided in Appendix A [53].

Lemma 2. For a predicted random variable ν and a set of ground
truths M

σW(θ) = 0 ⇔ ∃μ ∈ M : μ = ν. (7)

Calculating the true Wasserstein distance would add computational
costs that would not marginally benefit the algorithm’s performance. It
is typically approximated with the corresponding Lp norm. In all our
experiments we consider only univariate real-valued random variables.
According to Ref. [63], L2 and Energy distances are equivalent in this
case.

D2(μ, ν) = 2E‖X − Y ‖ − E‖X −X ′‖ − E‖Y − Y ′‖, (8)

where X,X ′ ∼ Fμ, Y, Y ′ ∼ Fν , and Fμ, Fν are the CDFs of μ
and ν respectively. We estimate the Wasserstein uncertainty, Eq. 6,
for a predictive posterior G(θ) via Energy distance as follows:

σ̂W(θ) = min
μ∈M

D(μ,G(θ)). (9)

3.4 Optimisation

Bayesian optimisation (BO) [46] is perhaps the most common ap-
proach for global optimisation. It is based on acquisition functions. In
BO the acquisition function is repeatedly applied until convergence.

The authors of the efficient global optimisation (EGO) algo-
rithm [36] proposed the expected improvement (EI) heuristic to fully
exploit predictive uncertainty. The potential for optimisation is linked
via a measure of improvement - a random variable defined for an input
θ ∈ Θ as

I(θ) = max{0, fmin − ν(θ)}, (10)

where fmin is the best objective value obtained so far, and ν(θ)
is the predictive distribution of the fitted model at θ. If ν(θ) has a
non-zero probability of taking any value on the real line, then I(θ)
has a nonzero probability of being positive at any θ.

To target potentials for large improvements more precisely, the
EGO algorithm aims to maximise expected improvement EI(θ) =
E[I(θ)]. In predictive posterior agnostic settings EI is calculated using
the MC approximation.

EI(θ) ≈ 1

M

M∑
j=1

max{0, fmin − xj}, (11)

where {xj}Mj=1, xj ∼ ν(θ). As M → ∞ the approximation be-
comes exact. If ν(θ) is Gaussian with mean μ(θ) and variance σ2(θ),
e.g., as in Gaussian Processes, then EI accepts the following closed
form.

EI(θ) = σ(θ) [z(θ) · Φ (z(θ)) + φ (z(θ))] , (12)

where z(θ) = fmin−μ(θ)
σ(θ)

and Φ and φ are Gaussian CDF and PDF
respectively.

Another common BO approach is lower confidence bound
(LCB) [40]. Its acquisition function is regret defined as follows:

R(θ) = μ(θ)− κ · σ(θ). (13)

It is a linear combination of exploitation, μ(θ), and exploration,
σ(θ). The trade-off between the two is controlled via the hyperpa-
rameter κ. Smaller κ yields more exploitation, and larger values of κ
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yield more exploration of high-variance responses, where uncertainty
is higher, i.e., where the black box is more unknown.

We omit any assumptions on the functional form of the posterior
distribution and the computational and sampling challenges of Monte
Carlo estimates. LCB can adjust exploration and exploitation, and
EGO considers the predictive posterior distribution explicitly. We
propose to combine both approaches and account for the stochasticity
not explicitly in the objective as in EGO, but implicitly as in LCB.
Thus, using the proposed in Eq. 6 Wasserstein uncertainty, we suggest
the following formulation of regret:

RW(θ) = μ(θ)− κ · σW(θ) (14)

This also agrees with the optimal solution of the supremum (5) for
a neural approximator (see Proposition 4.4 in Ref. [42]).

Optimisation of acquisition functions such as EI can be done nu-
merically. The proposed acquisition function, Eq. 14, is non-convex,
similarly to LCB, and non-differentiable, which complicates its op-
timisation. We do it via direct search over a large set of candidate
points. It simplifies the search for the next best set of parameters but
limits the precision of the optimisation algorithm. For consistency of
comparison, we use the direct search approach for all methods. This
issue requires further studies.

3.5 Convergence

Under some theoretical assumptions, convergence rates of Bayesian
optimisation can be guaranteed. The authors of [11] provide conver-
gence rates for expected improvement algorithms. However, since in
practice priors are estimated from data, standard estimators may not
hold up to these convergence rates, and thus they need to be altered.

One may search for a more efficient method with improved average-
case performance that still ensures reliable convergence. The chal-
lenge in developing such a method lies in balancing exploration and
exploitation, as with LCB or WU-GO. Exploiting the data specifically
in regions of the search space where the black-box function is known
to be sub-optimal may help us find the optimum quickly. However,
without exploring all regions of the search space, we might never find
the optimal design or be confident in the optimality of the proposed
solution [45]. This is further discussed in the ablation study reported
in Appendix C [53].

In general, to converge to the exact solution, as with any other
gradient-free optimisation approach, it may take an infinite number
of simulator calls. One might deduce a worst-case scenario, but it
may require an unfeasibly large number of simulator calls. Since such
scenarios are unlikely in practice and the number of simulations is
limited, it makes sense to relax the guarantees to address practical
constraints while still feasible solutions.

3.6 Algorithm

The proposed algorithm is summarised in Algorithm 1. Our al-
gorithm requires a generative surrogate model and chooses the next
point minimising RW from Eq. 14.

As stated in Algorithm 1, the black-box function is evaluated over
a set of candidate values represented by a grid Θ̃ ⊂ Θ representing
the search space. As discussed in Section 3.4, This is a numerical
limitation, as the Wasserstein uncertainty is not differentiable. On
the other hand, this allows us to easily consider configurations and
subspaces of interest, and define stopping criteria, i.e., an ε-solution
criterion.

Algorithm 1 Wasserstein Uncertainty Global Optimisation (WU-GO)

Input: Ground truths M, generator G, candidates Θ̃, parameter κ
Output: Optimal configuration θ̂∗

while stopping criteria are not met do

Fit G on M
Approximate f : f̂(θ) = E[G(θ)] ≈ 1

n

∑n
j=1 xj , xj ∼ G(θ)

Estimate σW: σ̂W(θ) = minμ∈M D(μ,G(θ))
Predict θ̂ = argminθ∈Θ̃{f̂(θ)− κ · σ̂W(θ)}}
Call simulator for θ̂ : μ̂
M = M∪ {μ̂}

end while

To select the value of κ, we conduct an ablation study. The value
κ = 2 is the best among the considered ones (see Appendix C [53]
for more details).

3.7 Surrogate Model and Baselines

WU-GO is not bound to any specific generative surrogate model.
In this work, we take a conditional WGAN-GP [32]. Using GANs
is advantageous for faster sampling, i.e., faster exploration of the
search space. Gradient penalty provides a better objective function
approximation, and the Wasserstein uncertainty could be directly
estimated from the surrogate model, which would be highly efficient,
especially for multidimensional outputs. However, [43] and [61] argue
that for the true Wasserstein distance, one should alter the training of
the WGAN.

As baselines, we take EGO and LCB with Gaussian posterior. As
surrogates for these algorithms, we take Gaussian process regression,
Deep Gaussian Processes, Bayesian neural networks, and adversarial
deep ensembles. An effort was made to make all models as similar as
possible to achieve more consistent results. Appendix B [53] contains
model parameters and experiment settings for reproducibility.

4 Experiments

We evaluate WU-GO performance using eight experiments. A real
working example of a high energy physics detector and seven experi-
ments based on commonly used optimisation objective functions. In
each synthetic test, we change the settings of the experiment to exam-
ine the models in various scenarios. A short description is provided
below and for a full description see Appendix D [53].

Table 1. Experiments.

BLACK BOX FUNCTION N n Θ

THREE HUMP CAMEL 4 102 [−5, 5]2

ACKLEY 4 102 [−5, 5]2

LÉVI 4 102 [−4, 6]2

HIMMELBLAU 4 101 [−5, 5]2

ROSENBROCK 121 102 [−2, 2]8

ROSENBROCK 25 102 [−2, 2]20

STYBLINKI-TANG 25 102 [−5, 5]20

Similarly to experiments of [7], all instances are stochastic. Each
experiment is defined by the black-box response shape. Namely,
N (f(θ), 10−2), where f(θ) is the black-box function. The only ex-
ception is the Lévi experiment, where the variance response is a
bimodal Gaussian changing the shape with the function.
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Figure 1. Experiment results - comparison of EGO and WU-GO. See Section 4.1 for more details.
Table 1 provides the parameters for each experiment. For each test

function, we conduct 10 runs for N different starting configurations
chosen via Latin hypercube sampling. Each response is represented
by a sample of size n. Optimisation is performed in the search space
Θ among a set of candidate points Θ̃ consisting of 1012 points.

4.1 Results

We evaluate all models in terms of distance to the optimum and speed
of convergence. As each iteration of an optimisation algorithm would
require a call of the simulator, we measure the speed of convergence
as the number of simulator calls. In Fig. 1 we report the mean and the
standard deviation of the distance to minimum w.r.t. the number of
simulator calls.

Table 2 and Table 3 provide insights on results from Fig. 1 in a
cross-sectional manner. Table 2 showcases the probability of a model
to yield an ε-solution within the first 100 iterations. That is done by
considering each model result as a Bernoulli random variable with the
probability of success being the proportion of runs when the model
met the stopping criteria. Table 3 is a numerical representation of
Fig. 1 - it shows the distance to optima after 50 simulator calls. Top-3

results for each experiment are highlighted in green, yellow, and red
respectively.

In the main body of this paper we compare WU-GO with EGO
with baseline surrogates, as described in Section 3.7. The discrepancy
between WU-GO and EGO results is less evident and should be dis-
cussed. The baselines with the LCB approach performed significantly
worse. We place LCB results in Appendix E [53].

A faster decrease of mean values in Fig. 1 implies faster conver-
gence of the algorithm. Smaller values of standard deviation mean
higher confidence in predictions, i.e., consistency of the mean value.
A combination of the two implies the efficiency of the model - not
only does the model converge but it is also confident in its predictions.

In experiments with two-dimensional search spaces, WU-GO at-
tains minima more efficiently than all selected baselines. That is not
the case for, e.g., DE in the Lévi experiment or BNN in the Himmel-
blau experiment, in which standard deviation spreads over a large
portion of the presented domain. Among the baselines, the perfor-
mance of DGP is closest to that of WU-GO.

The Himmelblau test shows that despite responses being under-
represented - only 10 observations were simulated for each sample -
WU-GO manages to outperform all baselines. It is likely that it would
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Table 2. Probability to yield an ε-solution within the first 100 iterations.

BLACK BOX FUNCTION WU-GO BNN DE GP DGP

THREE HUMP CAMEL 1.0± 0.000 0.9± 0.095 0.1± 0.095 0.2± 0.126 1.0± 0.000
ACKLEY 1.0± 0.000 0.2± 0.126 0.1± 0.095 0.4± 0.155 0.9± 0.095
LÉVI 1.0± 0.000 0.5± 0.158 0.0± 0.000 0.2± 0.126 0.9± 0.095
HIMMELBLAU 1.0± 0.000 0.4± 0.155 0.0± 0.000 0.2± 0.126 0.7± 0.145
ROSENBROCK (8 DIM.) 0.6± 0.155 0.0± 0.000 0.1± 0.095 0.9± 0.095 0.5± 0.158
ROSENBROCK (20 DIM.) 0.3± 0.145 0.0± 0.000 0.8± 0.126 0.0± 0.000 0.0± 0.000
STYBLINKI-TANG 0.8± 0.126 0.0± 0.000 0.0± 0.000 1.00± 0.000 0.3± 0.145

Table 3. Distance to optimum after 50 simulator calls.

BLACK BOX FUNCTION WU-GO BNN DE GP DGP

THREE HUMP CAMEL 0.071± 0.000 0.089± 0.035 1.286± 0.796 0.326± 0.240 0.131± 0.151
ACKLEY 0.089± 0.035 0.272± 0.198 1.109± 0.779 0.283± 0.209 0.146± 0.091
LÉVI 0.089± 0.035 0.157± 0.105 0.996± 0.978 0.329± 0.138 0.126± 0.074
HIMMELBLAU 0.058± 0.034 0.220± 0.172 0.760± 0.307 0.397± 0.180 0.103± 0.063
ROSENBROCK (8 DIM.) 1.226± 0.188 1.977± 0.317 2.048± 0.363 1.452± 0.624 1.270± 0.270
ROSENBROCK (20 DIM.) 3.934± 1.460 4.205± 0.623 2.210± 0.398 4.483± 0.827 4.667± 0.837
STYBLINKI-TANG 5.993± 4.452 10.490± 1.479 11.233± 1.924 2.067± 0.028 7.651± 2.334

not be able to reproduce the original densities precisely. Still, the
black-box function approximation is good enough for the optimisation
task.

This is all evidence that WU-GO carries out optimisation efficiently
of complex functions, e.g., Ackley and Lévi, as well as it does on
simpler tests such as the Three Hump Camel. This signals that WU-
GO should be more robust in general than EGO. It is worth noting that
the results across all four two-dimensional experiments are similar.
This shows the consistency of all models.

As the dimensionality of the search space increases, convergence
is expected to decrease. We see this effect with WU-GO. However,
the only time DE converges and shows a stable performance is in
the 20-dimensional Rosenbrock experiment. GP behaves similarly.
Although GP converges in the 8-dimensional Rosenbrock and the
20-dimensional Styblicky-Tang experiment, they fail with the 20-
dimensional Rosenbrock. EGO may marginally outperform WU-GO,
but the performance varies significantly depending on the surrogate
model. This should make one question the stability and the consistency
of EGO.

Although WU-GO’s performance worsens, it converges in over half
of the runs and is the only other model to show such results except
for the previously mentioned DE and GP on specific tests. WU-GO’s
performance can be improved by tuning κ. It does require additional
computations, but the resulting performance may be worth it as in the
two-dimensional experiments (see ablation study in Appendix C [53]
for more details).

4.2 Physics experiment

The muon shield is an essential element of the Search for Hidden
Particles (SHiP) experiment, deflecting the abundant muon flux gener-
ated within the target away from the detector, otherwise a substantial
background for particle searches. Muon deflection out of the spec-
trometer’s acceptance by a magnetic field is straightforward; however,
the challenge lies in the wide distribution of muons in phase space.
To address this, SHiP uses both magnetic and passive shielding, as
detailed in Ref. [4], to safeguard the emulsion target from muons.

To refine the muon shielding and optimize its configuration, a
GEANT4 [3] simulation was developed to track muons’ trajectories
through the magnets. Each magnet’s specifications encompass seven

parameters: length, widths at both ends, heights, and air-gap widths
between the field and return field. Overall we consider 22 parameters
describing the architecture and the geometry of the detector. Thus
we aim to improve the muon shield cost, E[f ], over the space of
experiment responses, μ ∈ P2, by altering the configuration of the
muon shield, θ ∈ Θ.

Figure 2. SHiP Muon Shield optimisation results.

The objective function of the muon shield optimisation is a combi-
nation of shielding efficiency and a mass cost function. We compare
the result of WU-GO with a previously obtained result by Bayesian
optimisation with a Gaussian process surrogate. The design suggested
via Bayesian optimisation was approved for the construction of the
experiment.

Within the first 300 iterations, WU-GO suggested a configuration
of the SHiP experiment with almost identical performance as that
suggested by Bayesian optimisation. In contrast with Bayesian op-
timisation, WU-GO also suggested some lightweight and compact
designs. Although the shielding efficiency is suboptimal, the smaller
dimensions of the muon shield may allow us to combine the muon
shield with the rest of the experiment in a more efficient manner, i.e.,
minimise the background noise. This will be the subject of a future
work of ours.

The starting configuration is described in Ref. [4] and all above-
mentioned muon shield configurations can be found in Appendix F
[53].

It is worth noting that the Bayesian optimisation stops after 2500
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iterations because it runs out of memory. WU-GO is constant in
memory. Hence we are not as limited in the number of optimisation
loop iterations and we may gather as much statistics as we would like.
In fields such as high energy physics, this feature is significant.

Bayesian optimisation with a GP surrogate model may be the most
common approach to a design optimisation problem. With a GP
surrogate, the following two issues may also arise.

The first challenge occurs when ground-truth observations cover the
search space with large gaps in between. As previously mentioned, this
is a general occurrence in black-box optimisation. Especially, when
the search space is of higher dimensionality, e.g., the 22-dimensional
search space of SHiP experiment parameters. In this case, GP tends
to underestimate the uncertainty within the gaps of the search space.

The second issue arises when the variance of ground-truth observa-
tions depends on the derivative of the black-box function. Then the
GP variance estimates tend to the variance of all ground truth samples,
i.e., some average value. Thus the variance is generally mispredicted.

Both are illustrated on toy examples in Appendix G [53]. The GP
is fitted well in the sense that the black-box function approximation
is close. However, the aforementioned issues of mispredicted vari-
ance may yield mispredictions of both EGO and LCB optimisation
algorithms.

5 Conclusion

We propose a novel approach for gradient-free optimisation of stochas-
tic non-differentiable simulators. The algorithm is based on the con-
cept of Wasserstein balls as ambiguity sets for uncertainty quantifi-
cation. It uses a deep generative surrogate model, which allows us to
model and optimise entities from simple Gaussian random variables
to more complicated cases. We perform experiments on a real high
energy physics detector simulator and a series of toy problems cov-
ering a wide range of possible real experiment settings. Our method,
WU-GO, is compared with efficient global optimisation and lower
confidence bound with Bayesian neural network, adversarial deep
ensemble, Gaussian process, and deep Gaussian process as surrogate
models. WU-GO attains minima more efficiently in comparison with
all selected baselines, with DGP results being the closest - typically
worse by a margin of one standard deviation. Experiments also sug-
gest that our approach is robust to the shape of both the response
and the objective function. WU-GO is easily extendible to higher
dimensions of the parameters space but might require tuning of the
exploration v. exploitation hyperparameter κ. Our method may not
just mitigate issues of commonly used approaches but resolve them - a
deep generative surrogate model can handle high-dimensional inputs,
yield highly accurate reconstruction for various required configura-
tions, and generate large samples with low computing time. WU-GO
may be a universal approach for optimisation problems, especially
for non-differentiable objectives and when reconstruction plays a key
role in the optimisation pipeline.
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