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Abstract. This research revolves around utilising Named Entity
Recognition (NER) to analyse and categorise data from English
translations of pharmacopeias from the Abbasid era, noted for its
valuable contributions to science and medicine. The main goal of this
work, along with publishing this resource freely, is to assess cross-
manuscript NER performance by evaluating the NERmodel’s perfor-
mance on unseen corpora and translation styles, as well as demon-
strating the transferability of the NER task on such corpora. Two
distinct experiments were conducted, focusing on F1-scores differ-
ences from mixing source translators and varying training dataset
sizes. In experiments involving mixing translator styles, training on
a mix of all available styles while accounting for dataset size yielded
the best F1-scores compared to even training on the same style as the
testing data, while experiments with dataset sizes show diminishing
returns of scaling training datasets compared to varying translation
styles. This work attempts to enhance the exploration of the medi-
cal knowledge embodied in these texts to facilitate their analysis for
knowledge extraction relevant to modern medical practices. Further-
more, this research demonstrates strategies to optimise NER results
in this context, forming a juncture between digitising historical in-
formation and enabling further explorations in pharmacopeia-related
Natural Language Processing research.

1 Introduction

The realm of historical manuscripts, particularly those originating
from the Abbasid era, offers a treasure trove of knowledge [9]. It was
a time when medicine and other sciences were expansively studied
and developed, leaving behind a legacy of medical practices that have
shaped much of contemporary medicine. These manuscripts, primar-
ily written in Arabic and later translated into various languages, such
as English, the language of translation we work on, provide a win-
dow into the medical wisdom and practices of the time that may help
us uncover interesting synergies and patterns useful for finding solu-
tions for modern medical problems [17]. However, the vastness and
complexity of these translated pharmacopeias present a challenge for
modern researchers aiming for systematic analyses and data extrac-
tion.

The application of Named Entity Recognition (NER) to such texts
can act as a catalyst, streamlining the extraction process and mak-

ing the data more accessible for research, especially in the context of
insight extraction [1]. Figure 1 showcases where the NER task lies
within the ultimate goal of insight extraction in our efforts of text
mining Abbasid corpora. NER aims to classify named entities into
predefined categories pertaining to the intended research. In the con-
text of our study, the challenge is to extract and categorise entities
related to medical ingredients, symptoms, organs, and preparation
types.

Creating a comprehensive and accurate historical corpus destined
for the NER task, especially when dealing with English translations
of ancient Arabic texts, presents its own set of unique linguistic and
methodological challenges. Here are the paramount questions that
we reflected upon and answered prior to the creation of the resource:

Textual Variability: Historical documents frequently contain var-
ied linguistic structures that make annotation processes less straight-
forward. For example, in the following passage, the translation of Ibn
al-Jazzar is referencing measles and smallpox using both metonymy
(eruption) and an anaphora (affected by it). "He should continue to
do so until their eruption is completed; then he should stop. Those

affected by it should be given [to drink] barley broth every morning
and should be fed with peeled mungo beans [Phaseolus mungo] with
orache [Atriplex hortensis] or gourd or wild-amaranth [Amaranthus
blitum]" [3]. This raises the issue of choosing which structure should
be annotated as a disease symptom. Indeed, a direct symptom en-
tity annotation was the more efficient choice, as the training data is
limited.

Archaic and Domain-Specific Vocabulary: Terms and phrases
that were commonplace in historical periods might be obsolete to-
day and, thus, less straightforward to standardise. Terms such as
dāniq, ratl, mithqāl, dirham were used as units of measurement for
ingredients and are commonly transliterated by the translator as they
would not have an English equivalent. Furthermore, highly specific
ingredient names would also commonly be transliterated from Ara-
bic like kāmakh or translated into a rough English equivalent, in this
case, vinegar dressing. These choices raise the issue of inconsistent
transliteration orthographies between different translators of differ-
ent manuscripts (kāmakh/kāmkh - dāniq/danik) leading to a potential
inconsistency in the training data and adding additional complexi-
ties in post-processing linking. As Named Entity Linking (NEL) is a
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Figure 1. The chain of tasks for text mining historical pharmacopeias

complementary task to NER, we plan on tackling it in the future.

Granularity of Annotation: Deciding the level of detail in an-
notations is an important step as it would have implications on the
future usability of the created corpus. While fine-grained annota-
tions can provide richer data ("grilled apple" could have 2 entities:
PREPARATION_METHOD + FRUIT), they demand more time and
expertise, potentially leading to inconsistencies. Coarse-grained an-
notations ("grilled apple" is an INGREDIENT), although quicker and
more efficient for training NER models with limited data, might ben-
efit from further steps such as entity linking to capture all the nuances
desired for future use cases of the corpus. We chose the latter method,
as this work lies within a larger project of text mining where the issue
NEL will be tackled in the future.

Quality of Source Materials: The physical quality of historical
manuscripts can vary greatly. Faded ink, damaged pages, or poor
handwriting can hinder accurate transcription and translation (Fig-
ure 2 shows an example folio from the Abbasid era [16]). As some
inconsistencies might be present, visually similar words, when writ-
ten by hand in the Arabic language that uses diacritics to differenti-
ate phonemes, such as zanbaq (Lily plant) and zi’baq (mercury ele-
ment) would vastly change the medical and historical implications of
the translated remedies, raising the issue of accuracy in corpus cre-
ation. Moreover, different copies of the same text might have varia-
tions, leading to the challenge of determining authoritative versions.
In our case, we decided to work on the English translation of the
manuscripts, as the translators are trusted as the choosers of the au-
thoritative versions of the source materials.

Need of Domain Expertise: Historical texts, especially specialised
ones like pharmacopeias, demand not just linguistic expertise but
also domain knowledge. We collaborated with domain experts, such
as historians and botanists to create a reliable corpus, making the
process of annotation an interdisciplinary task requiring the effort of
multiple people.

Scalability of Manual Annotation: Manual annotation is time-
consuming and can be challenging to scale for larger corpora. The
complexity of these challenges underscores the importance of a rig-
orous methodology, collaboration, and iterative refinement when cre-
ating and annotating historical corpora for the NER task.

In this work, we harness the power of the transformer-based tech-
nology to perform the NER task based on English translations of
Abbasid pharmacopeias. As such, our corpus is made up of three
manuscripts translated into English from Arabic.

• Dispensatory in the Recension of the ‘Ad.udı̄ Hospital ” authored
by Sābūr ibn Sahl (9th century, Baghdad), translated by Oliver
Kahl [13]

• The Dispensatory of Ibn at-Tilmı̄d (12th century, Baghdad), trans-
lated by Oliver Kahl [12]

• Ibn al-Jazzar ’s Provision for the Traveller and Nourishment for
the Sedentary (10th century, Kairouan), Book 7, translated by Ger-
rit Bos [3]

Our contribution is thus three-fold:

• Performing a comprehensive investigation into cross-manuscript
NER performance by evaluating the model’s performance on un-
seen corpora and translation styles.

• Demonstrating the transferability of the NER task on previously
unseen corpora.

• Publishing the model and the training script for future use of fel-
low researchers.1

2 Related Work

This section reviews efforts to achieve the NER task in historical
documents in general as well as the realm of text mining medical
corpora.

2.1 NER in Historical Texts

Historical texts, characterised by their distinct challenges have been
the subject of several Named Entity Recognition (NER) studies
throughout the years [6]. While the literature is lacking projects tack-
ling the issue of NER for ancient pharmacopeias, to which we would
like to contribute, many efforts explore various methodologies, data,
and contexts to apply NER to digitised, archival documents.

1 The resource is fully available on Huggingface via
https://huggingface.co/karimelhaff/remed-ner
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Figure 2. National University Library of Strasbourg, MS 4187, fol. 10 - Strasbourg, France

Firstly, Grover et al. [8] developed a prototype system focusing on
the recognition of person and place names in the digitised records
of British parliamentary proceedings from the late 17th and early
19th centuries. The system accepts OCR engine output as input and
employs a rule-based NER system implemented using LT-XML2 and
LT-TTT2 text processing tools, addressing particular challenges and
errors associated with OCR data.

Secondly, Ruokolainen and Kettunen [18] undertook a focused ex-
ploration into the application of NER for discerning location and
person entities within a corpus of Finnish historical newspapers and
journals dating from 1771–1929. Utilising Stanford NER, a train-
able statistical NER engine, and confronting the intricacies of the
Finnish language and varied OCR quality, their experiment leveraged
a 500,000-word ground truth sample from the collection.

Furthermore, the work of Karsvall and Borin [14] incorporated
place names from medieval charters with geographical data. Due
to the significant volume of the material in the Swedish National
Archives, manual markup was deemed infeasible. An off-the-shelf
NER system, designed for modern Swedish, was used as a method-
ology to experiment with the automatic extraction of place names
from these medieval documents, thus shedding the light on the need
for the creation of training data based on historical corpora to yield
better results.

Moreover, Won et al. [21] addressed the identification and extrac-
tion of toponyms and spatial information within historical text collec-

tions. This investigates challenges inherent in historical corpora, such
as language changes, spelling variations, and OCR errors, through an
evaluation of five NER systems, and introduces a voting system that
combined their outputs. The ensemble approach achieved consistent
measures of precision and recall across two collections of historical
correspondence, indicating potential viability as a methodology for
place name recognition in historical corpora.

Further, Yousef et al. [22] tackled NER in the domain of ancient
languages, specifically ancient Greek. Faced with obstacles includ-
ing a lack of annotated data and appropriate infrastructural support
for languages with limited modern usage, they trained two automatic
NER models utilising transformer-based models, where both models
achieved over 82% F1-score on all classes, indicating the viability of
transformer-based technology for scarce data.

Collectively, these works underscore the diverse and yet consis-
tently challenging landscape of applying NER to historical docu-
ments, as well as the trend of finding entities such as place and person
names in the context of historical studies.

2.2 Text Mining Modern and Non-Modern Medical
Texts

Text mining, especially in the context of the NER task, has seen no-
table applications in varied domains, providing a valuable mecha-
nism to identify and utilise structured information from unstructured
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text. This traversal through modern and ancient medical text min-
ing aims to underline the challenges and opportunities it presents,
thereby situating the present research within a broader context.

Beginning with modern medicine, applications of NER have
proven important in discerning relevant entities in medical texts,
significantly aiding in informational extraction and consequent data
analysis. For instance, Lei et al. [15] explore the extraction of four
types of entities—clinical problems, procedures, laboratory tests, and
medications—from Chinese clinical texts, illustrating the potential
of utilising features like word segmentation and section information
to achieve notable results, with F-measures reaching up to 93.51%.
Concurrently, Yu et al. [23] employ the BioBERT model for NER in
Electronic Medical Records, achieving a notable F1-score of 87.10%
and showcasing the efficacy of embedding models in mining entities
from medical texts. These examples underscore how NER has be-
come integral in extracting useful information from modern medical
documents.

While NER’s applications in modern contexts have been expan-
sive, its utilisation in ancient medicine text mining is relatively
scarce, thus forming a gap this work aims to address. Applications
in the domain of ancient medicine predominantly veer towards gen-
eralised text mining, wherein biological and historical patterns are
unearthed without explicit automated entity recognition. For exam-
ple, Connelly et al. [4] employ network analysis techniques to a 15th-
century pharmacopeia that was transformed into a database, reveal-
ing patterns in ingredient choice that could potentially reflect biolog-
ical activity against infectious agents. The KNOMANA project by
Silvie et al. [19] uses a similar approach by developing a software
prototype to navigate through botanical data with the purpose of re-
placing synthetic pesticides and antimicrobials with plant-based ex-
tracts. Likewise, Zhang et al. [24] perform an expansive literature re-
view and expert consultations to identify and validate classical terms
in Traditional Chinese Medicine to identify potential herbs and for-
mulae for diabetic nephropathy from classical medical literature, un-
derscoring a methodology where ancient terms are used as proxies
for modern medical conditions.

The world of ancient medicine provides a plethora of unique
terms, descriptions, and entities, making it a suitable ground for NER
exploration, although scarce in the literature. The work of El Haff
et al. [7] presented an approach towards named entity recognition
within historical Arabic pharmacopeias, notably focusing on a sin-
gle medieval medical manuscript – “Dispensatory in the Recension
of the ‘Ad.udı̄ Hospital ” authored by Sābūr ibn Sahl in the 9th cen-
tury, translated to English by Oliver Kahl [13]. This corpus is a
subset of the larger corpus that we present in our paper. The au-
thors experimented with various transformer-based models for entity
recognition, achieving the highest F1-score of 86.03% with DeBER-
TaV3 [11], underlining the feasibility of NER on historical pharma-
copeias.

3 Data

Training a robust NER model mandates domain-specific data, which
acts as the foundational bedrock for the model’s comprehension. In
this context, we decided to annotate the entirety of remedies from 3
pharmacopeias: Ibn al-Jazzar ’s Provision for the Traveller and Nour-
ishment for the Sedentary, Book 7, translated by Gerrit Bos, as well
as the Dispensatory in the Recension of the ‘Ad.udı̄ Hospital ” au-
thored by Sābūr ibn Sahl and The Dispensatory of Ibn at-Tilmı̄d, both
translated by Oliver Kahl. Each translator adopted a different edit-
ing style while translating the original pharmacopeias. Oliver Kahl

adopted a more structured approach when describing the remedies
where the recipe title is presented followed by the symptoms of a
disease it treats then the ingredients it contains along with further
clarification words added between brackets within the text, with a
tendency of leaving some discussion elements as footnotes that we
did not take into account in the annotation process to avoid noise.
Gerrit Bos’ text, on the other hand, has a more discussion-like struc-
ture where discussion elements are intertwined within the recipe de-
scription after presenting the symptoms of a disease and numbering
paragraphs wherever it was deemed fit.

Editing old manuscripts is indeed an intricate task of the historian
that requires making specific choices regarding the interpretation,
presentation and arrangement of handwritten text elements which
can directly influence the structure of the corpus. Figure 3 show-
cases the different translation styles. Transitioning from a physical
or digital manuscript to a usable corpus for Natural Language Pro-
cessing (NLP) poses challenges. Our starting point was the PDF ver-
sion of the translated work. To make it amenable for computational
processes, we employed a mainstream PDF-to-text tool, facilitating
its conversion to a plain text format. With the corpus in a more pli-
able form, we manually discarded unneeded elements, notably foot-
notes, introductions, prefaces and every section outside the scope of
a pharmacopeia. We then performed tokenization using the NLTK
library [2] to make it annotation-ready.

To ensure the quality and reliability of annotations, the corpus un-
derwent meticulous manual annotation by one annotator, a Compu-
tational Linguist who was supported and advised by the expertise
of Pharmacognosist and a Historian. This collaboration spanned 2
months of part-time annotation work and ensured computational rel-
evance, scientific and historical accuracy. Upon completion, we were
equipped with a comprehensive corpus of 93K tokens, each associ-
ated with a contextual label.

The specifics of these annotations are detailed in Table 1, which
showcases a diverse range of entities encapsulated within the corpus.

Our resulting corpus is 2.5 times larger than the one presented in
El Haff et al. [7], which we followed for the annotation process and
employed 4 label types:

• Type : B-Type I-Type, denoting the remedy’s form (e.g., tablet,
pill);

• Sym : B-Sym I-Sym, indicating a disease symptom;
• Ing : B-Ing I-Ing, indicating a particular ingredient;
• Org : B-Org I-Org, indicating the mention of an organ or body

part;
• O : Tokens that reside outside the purview of the domain-specific

entities.

Our choice of these tags is based on the fact that this NER task
lies within a pipeline of Text Mining tasks which aims to extract
insights from old pharmacopeias which answer questions such as
"what ingredients (INGREDIENT) occur frequently together to treat
fevers (SYMPTOM)", "what forms (TYPE) of remedies are most
commonly used to treat the skin (ORGAN)?"

To ensure compatibility with prevalent NLP techniques, the data
was labeled in the IOB2 format (“ inside, outside, beginning ”), a
prevalent format for token tagging in NLP tasks. The B- prefix de-
marcates the onset of an entity, the I- prefix continues the entity, and
the O label designates tokens that lie outside any specified entity.
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Table 1. Tag counts

Dataset O ING SYM ORG TYPE TOTAL TOKENS

Ibn al-Jazzar 12,242 2,874 903 113 146 16,278
Ibn at-Tilmı̄d 29,983 8,052 1,365 159 771 40,330
Sābūr ibn Sahl 29,094 5,789 1,504 177 396 36,960

Ibn at-Tilmid (Oliver Kahl): 
(41) 

The spikenard pastilles 

for (the treatment of ) an inveterate tumour 

in the stomach 

Citronella blades, cassia, roses, rhubarb, 

lemon grass, and Indian spikenard three 

dirham of each; saffron, anise, alecost, and 

black pepper one dirham of each; bdellium 

africanum three dirham; mastic two dirham; 

ammoniacum one dirham. (This) is formed 

into pastilles, (and) a potion (may be made 

by using) one mitqal (of it) every day with 

wine boiled down to one quarter. 

 

 

 

 

 

 

Sabur Ibn Sahl (Oliver Kahl): 
[93] 

A cataplasm for (the treatment of) swollen 

glands 

Take pure bdellium mukul, Yemenite alum, 

mastic, and pomegranate flowers in equal 

(parts). (This) is pounded, kneaded with 

fresh myrtle-water, and applied as a 

cataplasm. 

 

 

 

 

 

 

 

 

 

 

 

Ibn al-Jazzar (Gerrit Bos): 
Chapter 18: On baraṣ and bahaq 

(1) Baraṣ and bahaq have the same origin 

and should be treated in the same way. For 

baraṣ originates from the corruption of the 

blood with which the skin of the body feeds 

itself, while bahaq originates from the 

corruption of the blood with which the 

visible layer of the skin of the body feeds 

itself, but the part beneath it is not affected. 

This is the difference between baraṣ and 

bahaq. [...] In order to treat baraṣ and white 

bahaq one should administer the patient a 

decoction of epithyme and agaric with hiera 

picra which he should take in the spring 

season. His body should be purged with 

hieras containing pulp of colocynth, such as 

the great hieras, the Logadius, the 

Theodoretus, and the great stomaticum and 

the like. 

Figure 3. Different translation styles of the corpus’ translators

4 Methodology and Experimental Setup

Our NER system is based on the state-of-the-art approach of using a
transformer encoder [20, 5] model to classify each input token and
assign them to a set of IOB2 labels. Our objective here is to evalu-
ate how well the NER model performance transfers to new unseen
manuscripts, given limited annotations. In order to test the model’s
transfer capabilities using the limited set of annotated manuscripts
from section 3, we design our experiments to test the following:

• We test transferability to a new translator, by training our model on
the manuscripts translated by Oliver Kahl, namely Ibn at-Tilmı̄d
and Sābūr ibn Sahl, and then testing on the manuscript of Ibn al-
Jazzar translated by Gerrit Bos, and vice-versa.

• We look into the effect of transferability between the original au-
thors.

• We study the effect of mixing the training manuscript translators.
• We also examine the effect of the training dataset size.

4.1 Experimental Design

For the goal of testing transferability to a new translator, we have
categorised our experiments into three distinct groups to systemati-
cally evaluate the performance of our NER model in three different
scenarios:

Single Source Manuscript Training. In this set of experiments,
we trained our NER model using only one source manuscript, ei-
ther Ibn al-Jazzar’s, Sābūr ibn Sahl’s, or Ibn at-Tilmı̄d’s. The pur-
pose was to evaluate the model’s performance when trained on a
single manuscript and tested on the other two. This case represents
the worst-case scenario when the annotations are limited to a single
source or translation style.

Combining TwoManuscripts for Training. In these experiments,
we combined two source manuscripts for training. This allowed us to
assess how well the model generalised when trained on a mixture of

sources. We experimented with different combinations, namely Ibn
al-Jazzar + Sābūr ibn Sahl, Ibn al-Jazzar + Ibn at-Tilmı̄d, and Sābūr
ibn Sahl + Ibn at-Tilmı̄d.

Combining All Manuscripts for Training. In this experiment,
we combine annotations from all three manuscripts for training and
evaluate the model on the test sets from each of the manuscripts in-
dividually. This scenario represents a more comprehensive training
approach, as the model has access to annotations from all available
sources.

Evaluation To ensure consistency in our evaluation, we used an
80/20% train-test split for all manuscript annotations. This ensured
that each experiment had a consistent evaluation protocol. We note
that since we need to account for the variability in the training corpus
size, we limit the size of the resulting training corpus to match the
smallest manuscript, Ibn al-Jazzar. When combining Sābūr ibn Sahl
and Ibn at-Tilmı̄d for the second experiment, the resulting training
corpus consists of a split of the two sources, with the total training
example count being equal to the whole Ibn al-Jazzar training set to
ensure evaluation consistency.

To examine the effect of the training data size, we repeat the ex-
periments but with the full training corpus used when combining
manuscripts. We then evaluated the model’s performance on the same
test sets containing annotations from all the different manuscripts.

To recap, our experiments aimed to assess the model’s ability to
generalise across different source manuscripts and to understand how
mixing training data from various manuscripts and sizes affected its
performance.

4.2 Training Setup

Following El Haff et al. [7], we use the DeBERTaV3 [10] pretrained
English monolingual model, as it was the best performer. All models
were trained with a batch size of 8, a maximum sequence length of
384 and a linearly decreasing learning rate of 5e-5 for 8 epochs. The
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Table 2. F1-scores for experiments with the equal training dataset size (5-seed avg.)

Training set/Text set Ibn al-Jazzar Ibn at-Tilmı̄d Sābūr ibn Sahl

(Gerrit Bos) (Oliver Kahl) (Oliver Kahl)

Single Training Manuscript

Ibn al-Jazzar 75.63± 1.80 78.25± 1.61 80.55± 0.97
Ibn at-Tilmı̄d 69.09± 1.73 82.34± 0.61 81.59± 0.89
Sābūr ibn Sahl 69.57± 2.28 81.35± 0.52 81.06± 0.97

Two Training Manuscripts

Ibn al-Jazzar/ Ibn at-Tilmı̄d 76.31± 0.81 83.58± 0.39 82.14± 0.96
Ibn al-Jazzar/ Sābūr ibn Sahl 76.75± 1.33 82.04± 1.15 82.12± 1.05
Ibn at-Tilmı̄d/ Sābūr ibn Sahl 70.51± 2.86 81.70± 1.29 80.37± 0.85

Training On All Manuscripts

All 75.91± 0.78 83.60± 0.61 83.21± 0.97

experiments were conducted using five different random seeds, as
this approach lowers the potential impact of seed-specific variations
on the results.

5 Results

In our pursuit to establish a model exhibiting proficiency in extract-
ing named entities from Abbasid-era pharmacopeias translated into
English, our experimental results shown in Table 2 fully addressed
the outlined methodological goals.

5.1 Transferability Between Different Translators

The impact of translator variance on model performance is tangible,
albeit not drastically so, hinting towards a commendable generalis-
ability of the NER model. By training on manuscripts translated by
Oliver Kahl (Ibn at-Tilmı̄d and Sābūr ibn Sahl) and testing on Gerrit
Bos’s translation (Ibn al-Jazzar), F1-scores of 69.09 (Ibn at-Tilmı̄d)
and 69.57 (Sābūr ibn Sahl) were achieved, demonstrating a notable
yet not debilitating dip when compared to the intra-translator test-
ing score of 75.63 (Ibn al-Jazzar trained and tested). On the other
hand, training on Ibn al-Jazzar showed slightly better inter-translator
performances (78.25 and 80.55 vs 75.63).

This effect may be due to the nature of Ibn al-Jazzar being less di-
rect and including more discussions compared to the more succinct
and structured style of Ibn at-Tilmı̄d and Sābūr ibn Sahl, as men-
tioned in Section 3.

5.2 Effect of Original Manuscript Author

Looking at Table 2, training only on manuscripts by Ibn at-Tilmı̄d or
Sābūr ibn Sahl yields similar scores on their respective test sets, sug-
gesting that the model’s performance is not affected by the original
manuscript author, unlike when changing translators.

5.3 Effect of Mixing Training Manuscripts

Mixing data from different manuscripts clearly offsets the transla-
tor effect and slightly boosts the performance overall. Training on a
combination of Ibn al-Jazzar and Ibn at-Tilmı̄d or Ibn al-Jazzar and
Sābūr ibn Sahl resulted in higher scores on manuscripts from a differ-
ent translator, compared to training solely on one translator, indicat-
ing that diversifying training data, even across translators, contributes
positively to model robustness. For example, combining Ibn al-Jazzar
and Ibn at-Tilmı̄d for training shows an F1-score of 83.58 on the Ibn

at-Tilmı̄d test set, indicating an improvement as compared to train-
ing solely on Ibn at-Tilmı̄d (82.34), or on manuscripts from Oliver
Kahl only, namely the Ibn at-Tilmı̄d and Sābūr ibn Sahl (81.70). The
positive effect is also seen when we equally mix all manuscripts,
achieving 83.60 F1-score.

5.4 Effect of Training dataset size

Table 3 presents the outcomes of experiments involving training on
complete annotated manuscripts. Observing the F1-scores, a pat-
tern emerges: as we utilise more data for training (employing all
manuscripts), the model’s performance, in general, shows an im-
provement across different test manuscripts. However, a closer ex-
amination reveals an interesting nuance: while increasing the train-
ing data positively impacts results, there’s a relative slow-down in
the rate of performance gains as the dataset enlarges. This suggests
that while enlarging the training pool is beneficial, there is a tipping
point beyond which additional data does not significantly boost the
NER model’s performance. This phenomenon reflects a diminish-
ing return on investment when consistently escalating the amount of
training data.

5.5 Results by Tag

Table 4 details the scores obtained for each tag for the experiment
that is based on full-size manuscripts. Ingredient entities have the
best score (0.92), and highest support (1675). Organ entities have
a noticeably lower performance compared to the other tags (0.69),
possibly due to being the least represented entity in the support (62).
For instance, in the sentence "He was stripped from his [diseased]
skin when he drank from that wine." The word "wine" was correctly
identified as an ingredient while skin was not detected as an organ.

Additionally, Type entities (0.85) perform better than Symptom
entities (0.80) even though they have lower support (249 and 335
respectively). This is possibly due to the tendency of Types entities to
be simpler in form as single-word entities such as "pasille" and "pill",
while symptoms can in many instances be multi-word entities such
as "flaming sensations", "remnants of fevers" and "urinating blood
and purulent matter". In the phrase from Ibn Jazzar’s manuscript,
"Both Galen and Dioscorides have mentioned remedies that should
be applied when someone is afraid [of being poisoned]", the entity
"being poisoned" that we considered as a symptom was not detected.

K. El Haff et al. / Building and Assessing a Named Entity Recognition Resource for Ancient Pharmacopeias 2359



Table 3. F1-scores for experiments with the full manuscripts (5-seed avg.)

Training set/Text set Ibn al-Jazzar Ibn at-Tilmı̄d Sābūr ibn Sahl

(Gerrit Bos) (Oliver Kahl) (Oliver Kahl)

Single Training Manuscript

Ibn al-Jazzar 75.63± 1.80 78.25± 1.61 80.55± 0.97
Ibn at-Tilmı̄d 74.69± 1.92 87.09± 0.54 84.15± 0.52
Sābūr ibn Sahl 74.68± 1.65 85.17± 0.42 85.15± 0.65

Two Training Manuscripts

Ibn al-Jazzar/ Ibn at-Tilmı̄d 79.70± 0.88 87.54± 0.36 85.35± 0.46
Ibn al-Jazzar/ Sābūr ibn Sahl 79.93± 1.35 85.53± 0.65 86.95± 0.65
Ibn at-Tilmı̄d/ Sābūr ibn Sahl 76.63± 0.96 86.24± 0.26 86.12± 1.50

Training On All Manuscripts

All 80.91± 0.85 86.51± 0.69 87.21± 0.62

Tag Precision Recall F1 Support
Ingredient 0.91 0.92 0.92 1675
Organ 0.64 0.74 0.69 62
Symptom 0.77 0.83 0.80 335
Type 0.87 0.84 0.85 249

Table 4. Detailed scores for each tag for the model trained on all manuscripts.

5.6 Discussion

This research sheds light on strategies and hurdles in applying NER
models to historical pharmacopeias, particularly under resource con-
straints. A keen investigation into the manuscripts reveals significant
advantages of employing NER models for drawing out and digitally
archiving historical information. An important finding of this work
underscores the decision-making process pertaining to data acquisi-
tion and optimising annotation, as annotating manuscripts is a slow
and costly task. When comparing the strategies of augmenting data
from a single source and incorporating translations from various au-
thors or translators, our results favour the latter. This approach not
only broadens the model’s exposure to diverse linguistic expressions
and styles but also strengthens its ability to recognise entities across
different textual contexts.

Furthermore, our study contributes to the initiatives of digital
preservation of ancient pharmacological knowledge and surfaces
considerations about the factors that influence the performance of
NER models in historical text contexts. This can guide future re-
search in the area of natural language processing, especially con-
cerning historical document analysis and scenarios where resources
are scarce.

It is important to recognise that while our results provide clear in-
sights and directions for further research, they also introduce new
questions for future studies, particularly in the overlapping field of
historical text analysis and NLP. For instance, questions may arise re-
garding the application of NERmodels to corpora written in differing
time periods, as our corpus is fully based on 21st-century translations
of old texts regardless of their age, or exploring how the findings may
be impacted by testing on historical medical corpora that were not
composed in the form of a pharmacopeia, or documents that were
translated from the Greek or Latin medical heritage.

6 Conclusion

In concluding our task of analysing historical pharmacopeias using
NER, we underscore the multifaceted implications of our findings,

particularly in the broader context of text mining and extracting in-
sightful knowledge from such rich texts.

The purpose of this work lies in the study of the generalisability
of transformer-based NER models to different domain-specific au-
thors and translators, as well as the creation of a NER resource for
the less-resourced pharmacopeia niche and we believe that its im-
pact lies in the wider domain of information extraction for interested
scientists and historians looking to extract insights from old source
materials (for new drug development based on ancient knowledge, or
understanding ancient drug-making strategies).

In our work, two distinct experiments were conducted, focusing on
F1-scores from varying training dataset sizes and full manuscripts.
In experiments involving equal training dataset sizes, training on all
manuscripts yielded F1-scores of 75.91 ± 0.78, 83.60 ± 0.61, and
83.21± 0.97 for different textual sources. When considering exper-
iments with full manuscripts, promising results were observed with
F1-scores peaking at 80.91± 0.85, 86.51± 0.69, and 87.21± 0.62
upon training on all manuscripts. The results demonstrate the trans-
ferability of the NER task to different translation styles and authors.

We conclude that the best approach to optimise the NER results is
through diversification of the training data not only in pharmacopeic
content but also in text structure. We also show that scaling training
data and annotations has diminishing returns compared to diversifi-
cation.

Broadly, transforming historical pharmacological knowledge into
a digital format has significant implications in data science and nat-
ural language processing, especially concerning extracting insights
that can inform and enrich our current understanding of ancient med-
ical practices. Text mining, especially from various sources, can re-
veal hidden patterns, underlying correlations, and potentially redis-
cover forgotten knowledge or practices that might find relevance in
current research and applications.

Through this resource that will be freely published, we want
to support initiatives to digitally preserve old yet vital knowledge
as well as promoting the exploration of the contents of expansive
knowledge in academic archives that potentially contain valuable
wisdom.
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