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Abstract. Adversarial purification is one of the promising ap-
proaches to defend neural networks against adversarial attacks.
Recently, methods utilizing diffusion probabilistic models have
achieved great success for adversarial purification in image classifi-
cation tasks. However, such methods fall into the dilemma of bal-
ancing the needs for noise removal and information preservation.
This paper points out that existing adversarial purification methods
based on diffusion models gradually lose sample information during
the core denoising process, causing occasional label shift in subse-
quent classification tasks. As a remedy, we suggest to suppress such
information loss by introducing guidance from the classifier confi-
dence. Specifically, we propose Classifier-cOnfidence gUided Purifi-
cation (COUP) algorithm, which purifies adversarial examples while
keeping away from the classifier decision boundary. Experimental re-
sults show that COUP can achieve better adversarial robustness under
strong attack methods.

1 Introduction

1

Extensive research has shown that neural networks are vulnerable
to well-designed adversarial examples, which are created by adding
imperceptible perturbations on benign samples [12, 27, 3, 6]. Vari-
ous approaches have been explored to improve model robustness, in-
cluding model training enhancement [27, 47, 14] and input data pre-
processing [32, 25]. While these works have significantly improved
adversarial robustness, there is still a clear gap in the classification
accuracy between clean and adversarial data.

In recent years, adversarial purification with diffusion probabilis-
tic models [28, 44, 4, 43, 39] has become an effective approach to
defend against adversarial attacks in image classification tasks. The
key idea is to preprocess the input image using an auxiliary diffusion
model before feeding it into the downstream classifier. Leveraging
the strong ability of generative models to fit data distributions, ad-
versarial purification methods are able to purify the adversarial ex-
amples by pushing them toward the manifold of benign data. Such a
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process is essentially a denoising process, which gradually removes
possible noise from input data.

Though achieved advanced performance on robust image classi-
fication tasks, adversarial purification methods rely solely on the
denoising function during purification, thus inevitably fall into the
dilemma of balancing the need for noise removal and information
preservation [28]. While stronger purification may destroy the image
details that are necessary for classification, weaker purification may
not be sufficient to remove the adversarial perturbations completely.
The passive strategy to balance this, i.e. controlling the global pu-
rification steps [28], is limited in its effect, in the sense that data
information monotonically loses as the purification steps grow. The
existing method to mitigate the loss of information is to constrain
the distance between the input adversarial example and the purified
image [39, 43]. However, such constraint may inhibit the purified
example from escaping the adversarial region effectively.

In this paper, we aim to propose a method that directly takes into
consideration the need for information preservation. We borrow the
idea of classifier guidance for diffusion models [37, 17, 8, 20], using
the classifier confidence on the current class label y given data x as
an indicator of the degree of preservation and try to maintain high
confidence during the purification process. Staying away from low-
confidence areas is beneficial to successful purification since such
areas are close to the decision boundary and are more sensitive to
small perturbations. Approaching a low confidence area can result
in a potential label shift problem, i.e. a sample that initially has the
correct label is misclassified after purification, especially when com-
bined with stochastic defense strategies.

Specifically, we propose a Classifier-cOnfidence gUided Purifica-
tion algorithm (COUP) with diffusion models to match the require-
ment of information preservation. The key idea is to gradually push
input data towards high probability density regions while keeping rel-
atively high confidence for classification. This process is realized by
applying the denoising process together with a regularization term
which improves the confidence score of the downstream classifier.
This guidance discourages the purification process from moving to-
ward decision boundaries, where the classifier becomes confused,
and the confidence decreases.

We empirically evaluate our algorithm using strong adversarial at-
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tack methods, including AutoAttack [6], which contains both white-
box and black-box attacks, Backward Pass Differentiable Approxi-
mation (BPDA) [1], as well as EOT [1] to tackle the randomness in
defense strategy. Results show that COUP outperforms purification
method without classifier guidance, e.g., DiffPure [28] in terms of
robustness on CIFAR-10 and CIFAR-100 datasets.

Our work has the following main contributions:

• We propose a new adversarial purification algorithm COUP. By
leveraging the confidence score from the downstream classifier,
COUP is able to preserve the predictive information while remov-
ing the malicious perturbation.

• We provide both theoretical and empirical analysis for the effect
of confidence guidance, showing that keeping away from the de-
cision boundary can preserve predictive information and allevi-
ate the label shift problem which are beneficial for classification.
Though classifier guidance has been proven to be useful for bet-
ter generation quality in previous works [17], we are the first to
demonstrate its necessity for adversarial purification to the best of
our knowledge.

• Experiments demonstrate that COUP can achieve significantly
higher adversarial robustness against strong attack methods,
reaching a robustness score of 73.05% for l∞ and 83.13% for
l2 under AutoAttack method on CIFAR-10 dataset.

2 Related Work

Adversarial Training Adversarial training consolidates the discrim-
inative model by enriching trained data [27]. Such methods include
generating adversarial examples during model training [27, 47, 29,
19], or using an auxiliary generation model for data augmenta-
tion [14, 30, 40]. Though effective, such methods still face adver-
sarial vulnerability for unseen threats [23] and suffer from computa-
tional complexity [41] during training. These works are orthogonal
to ours and can be combined with our purification method.

Adversarial Purification Adversarial purification is another ef-
fective approach to defense. The idea is to use a generative model
to purify the adversarial examples before feeding them into the dis-
criminative model for classification. Based on different generative
models [11, 21, 24, 18, 37], corresponding purification methods are
proposed [32, 25, 10, 15, 16, 4] to convert the perturbed sample
into a benign one. Recently, adversarial purification methods based
on diffusion models have been proposed and achieved better per-
formance [46, 44, 28, 43, 39]. Among these works, DiffPure [28]
achieves the most remarkable result, which is the focus of our com-
parison.

Classifier Guided Diffusion Models Diffusion models [34, 18,
35, 37] are recently proposed generation models, achieving high gen-
eration quality on images. Some works further leverage the guidance
of the classifier to achieve controllable generation and improve the
image synthesis ability [17, 37, 8, 20]. Although the idea of classifier
guidance has been proven to be beneficial for better image genera-
tion quality, whether the guided diffusion is helpful for adversarial
purification is not yet verified. In our work, we utilize the classifier
guidance to mitigate the loss of predictive information, so as to strike
a balance between information preservation and purification.

3 Objective of Adversarial Purification

In this section, we present an objective of adversarial purifica-
tion from the perspective of classification tasks and discuss how to

achieve such an objective. The analysis results indicate the impor-
tance of considering the need for information preservation directly,
which can be achieved by introducing guidance from classifier con-
fidence during the purification process.

The concept of adversarial examples is first proposed by Szegedy
et al. [38], showing that neural networks are vulnerable to impercep-
tible perturbations. Data xadv is called an adversarial example w.r.t.
x ∈ R

d if it is close enough and belongs to the same class ytrue
under ground truth classifier p(y|·), but has a different label under
model p̂(y|·), such that

argmax
y

p̂(y|xadv) �= argmax
y

p̂(y|x) = ytrue, (1)

with the constraint that ‖xadv − x‖ ≤ ε.
The idea of adversarial purification is to introduce a purification

process before feeding data into the classifier. Though the optimal
purification result would be converting xadv back to x, it is almost
impossible and not necessary. For the task of classification, it is suf-
ficient as long as xadv shares the same label with x. Therefore, the
objective of adversarial purification from the classification perspec-
tive can be formulated as

max
r

p̂(ytrue|r(xadv)), (2)

where r(·) : Rd → R
d is the purification function.

In practice, the above objective cannot be optimized directly since
the ground truth label ytrue is in general unknown, and so is the clean
data x. A substitute idea may be using the label of a nearby but not
too close data x′ with high likelihood p(x′) instead. The reasons
include two aspects: first, the classification model is more trustwor-
thy in high-density areas, thus can eliminate the effect of adversarial
perturbation; second, compared with far-away data, a data with mod-
erate distance from xadv is more likely to share the same label with
the clean data x. The search for such nearby data is non-trivial, there-
fore as an alternative, we can use r(xadv) itself as the nearby data
and take argmaxy p̂(y|r(xadv)) as an approximation of ytrue.

According to this idea, the ideal r(xadv) for solving Eq.(2) should
balance the following requirements:

1. Maximizing the likelihood p(r(xadv)). This helps to remove the
adversarial noise.

2. Maximizing the classifier confidence maxy p̂(y|r(xadv)). This
helps to preserve the essential information for classification.

3. Controlling the distance ‖r(xadv) − xadv‖. This helps to avoid
significant semantic changes.

Discussion of existing works. Existing adversarial purification
methods usually utilize a generative model p̂(x) to approximate
p(x), and try to maximize p̂(r(xadv)) while keeping the distance
‖r(xadv) − xadv‖ small enough. We show a few examples here.
DefenseGAN [32] is an early work for such purification, it uses
generative adversarial nets as a generative model and optimizes
minz ‖G(z)− xadv‖2 for purification. The l2 norm is used for con-
trolling the distance, and r(xadv) = G(z) is guaranteed to have
a high likelihood with the generator G(·). DiffPure [28] is a re-
cently proposed adversarial purification method, it uses diffusion
probabilistic models as a generative model. The purification pro-
cess is a stochastic differential equation, whose main part includes
a score function update which essentially increases the likelihood of
r(xadv). Meanwhile, it has been shown that the l2 distance is implic-
itly controlled by the global update steps.

We find that the requirement of classifier confidence maximiza-
tion is widely overlooked in existing works. A possible explanation
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(a) Objective (b) Purification Path (c) Purified Image
Figure 1: The distinction between the existing purification method and classifier-confidence guided purification is elucidated in terms of (a)

purification objective and (b) visualization of the purification path and (c) the resultant purified image. In (a), the blue curve and green curve
represent p(x|y = 0) and p(x|y = 1), respectively. The orange dotted line indicates the optimization objective (p(x) or maxy p(x|y)) and
the direction of the gradient is shown accordingly by the orange arrow. This comparison underscores the importance of classifier confidence

guidance in directing the purification process toward the category center. The purification approach outlined in (b) demonstrates that classifier
guidance effectively preserves essential predictive information, which is crucial for successful classification. Furthermore, the purified images

shown in (c) serve as evidence that classifier guidance retains information necessary for enhanced purification quality.
might be that this requirement is partially addressed through density
maximization. This is the case when there is little overlap between
different classes of data, such that high likelihood generally means
high classifier confidence. However, when such overlap exists, i.e.
the decision boundary crosses high probability density areas, maxi-
mizing likelihood alone can be problematic. Consider the case where
areas around the decision boundary have the highest density, the pu-
rification process without classifier confidence guidance will drive
nearby samples towards the boundary, causing potential label shift
especially when combined with stochastic defense strategies. A spe-
cific example is shown in Fig. 1. As a result, we suggest directly
addressing the need for information preservation by maximizing the
classifier confidence simultaneously.

4 Classifier-Confidence Guided Purification

Motivated by the objective of adversarial purification discussed in
Section 3, we propose a Classifier-cOnfidence gUided Purification
(COUP) method with score-based diffusion models to achieve the
objective of adversarial purification.

4.1 Methodology

In order to meet the three requirements in Section 3, we ad-
dress each of them separately: we use a score-based diffusion
model and apply the denoising process to maximize the likeli-
hood of purified image (i.e. maxr p̂(r(xadv))); we query the clas-
sifier during purification and maximize the classifier confidence (i.e.
maxr maxy p̂(y|r(xadv))); we control the distance by choosing ap-
propriate global update steps t∗. We will first introduce the diffusion
model used for denoising, and then explain how we utilize the clas-
sifier confidence for adversarial purification.

4.1.1 Score-based Diffusion Models

Diffusion probabilistic models are deep generative models that have
recently shown remarkable generation ability. Among existing diffu-
sion models, Score SDE is a unified architecture that models the dif-

fusion process by a stochastic differential equation (SDE) and the de-
noising process by a corresponding reverse-time SDE. Specifically,
the forward SDE is formalized as

dx = f(x, t)dt+ g(t)dw. (3)

where t is the time, f(x, t) is the drift function, g(t) is the diffu-
sion coefficient, w is a standard Wiener process (Brownian motion).
The effect of forward SDE is to progressively inject Gaussian noise
into the input, and eventually transfer the original data to a Gaussian
distribution. The corresponding reverse-time SDE is

dx = [f(x, t)− g(t)2∇x log pt(x)]dt+ g(t)dw, (4)

where w is a standard reverse-time Wiener process. ∇x log pt(x) is
parameterized by a neural model sθ(xt, t), which is also called the
score function. The score function is the core of the reverse process,
driving data x towards higher likelihood by improving log pt(x),
where pt(x) can be viewed as an approximation of p(x).

4.1.2 Purification with Guidance of Classifier Confidence

The reverse-time SDE has been used for adversarial purification in
previous diffusion-based purification methods. Our key idea is to in-
troduce the guidance signal maxy p̂(y|x) into the reverse-time SDE,
such that we use log p̂(x)+λ · logmaxy p̂(y|x) to replace log p̂(x)
in the score function sθ(x, t) = ∇x log p̂(x). Therefore, the purifi-
cation update rule becomes

dx = g(t)dw

+ {f(x, t)− g(t)2[sθ (x, t) + λ∇x logmax
y

p̂(y|x)︸ ︷︷ ︸
classifier guidance

]}dt,

(5)
where p̂(y|x) is the classifier confidence estimated by a fully trained
classifier. The coefficient λ > 0 is determined by how much we can
trust the classifier. The more accurate the classifier is, the larger value
we can take for λ. More discussions on the choice of λ can be found
in section 5.4.
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Algorithm 1 Classifier-Confidence Guided Purification (COUP) Algorithm.
Input: Perturbed example xadv.
Output: Purified example xben, predicted label ŷ.
Required: Trained classifier fcls(x) ≈ maxy p̂(y|x) score function sθ(x, t) ≈ ∇x log pt(x) of fully trained diffusion model, optimal
timestep t∗, and a regularization parameter λ.

Set up drift function: f(x, t) ← − 1
2
β(t)x− β(t){sθ (x, t) + λ∇x log[fcls(x)]}

Set up diffusion function: g(t) ← √
β(t)

Solve SDE for purification according to Eq. 5: x̂ben ← SDE(xadv,f(x, t), g(t), t
∗, 0)

Classification: ŷ ← argmaxy fcls(x̂ben, y)
return predicted label ŷ

In practice, we use VP-SDE [37], such that the drift function and
diffusion coefficient are

f(x, t) = −1

2
β(t)x, g(t) =

√
β(t), (6)

where β(t) is a linear interpolation from βmin to βmax. The purifica-
tion process starts from xt∗ = xadv at time t = t∗ and ends at time
t = 0 to get x0. The global purification steps t∗ controls the distance
between xt∗ and x0, which we will later explain in section 4.3.

4.2 The COUP Algorithm

According to the purification rule of Eq. 5, we design our Classifier-
cOnfidence gUided Purification (COUP) algorithm in Algo. 1. Our
algorithm first set up the drift function and diffusion scale of guided
reverse-time SDE according to Eq. 6. Then, we adopt an SDE process
from t = t∗ to t = 0 to get the purified image x̂ben, where the
input is adversarial example xadv. Finally, we can use the trained
classifier to predict the label of the purified image x̂ben. We omit
the forward diffusion process since it yields no positive impact on
the objectives of adversarial purification discussed in Section 3, and
may cause a potential semantic shift. A detailed discussion can be
found in Appendix C.1.

Note that COUP can use the off-the-shelf diffusion model and the
fully trained classifier. In other words, we combine the off-the-shelf
generative model and the trained classifier to achieve higher robust-
ness.

4.2.1 Adaptive Attack

In order to evaluate our defense method against strong attacks, we
propose an augmented SDE to compute the gradient of COUP for
gradient-based attacks. In other words, we expose our purification
strategy to the attacker to obtain strict robustness evaluation. In this
way, we can make a fair comparison with other adversarial defense
methods. In Section 4.3, we discuss the key idea of adaptive attack.
Suppose x̂ben is the input of classifier, ∂L

∂x̂ben
can be obtained easily

obtained. Then we can get the full gradient ∂L
∂xadv

according to the
augmented SDE. According to the SDE in Eq. 5 with input xadv and
output x̂ben, the augmented SDE is(

xadv
∂L

∂xadv

)
= sdeint

((
x̂ben
∂L

∂x̂ben

)
, f̃ , g̃, w̃, 0, t∗

)
where ∂L

∂x̂ben
is the gradient of the objective L w.r.t. the output x̂ben

of the SDE, defined in Eq. 5, and

f̃([x; z],t) =

(
f(x, t)− g(t)2{sθ (x, t) +∇x log[fcls(x)]}
{ ∂f(x,t)−g(t)2sθ(x,t)

∂x
− g(t)2∇2

x log[fcls(x)]}z

)
,

g̃(t) =

( −g(t)1d

0d

)
, w̃(t) =

( −w(1− t)
−w(1− t)

)
,

with 1d and 0d representing the d-dimensional vectors of all ones
and all zeros, respectively. Empirically, we use the stochastic adjoint
method [26] to compute the pathwise gradients of Score SDE.

4.3 Analysis of COUP

In this section, we further analyze the effectiveness of our method.
First, we show that under the guidance of classifier confidence, our
method can better preserve information for classification. Second,
under the guided reverse-time VP-SDE, the distance ‖r(xadv) −
xadv‖ can be bounded through controlling t∗.

To show that our proposed confidence guidance helps to pre-
serve data information, we give theoretical analysis on a simple case
where such guidance can be proved to alleviate the label shift prob-
lem. Consider a 1-dimension SDE dx = f(x, t)dt + g(t)dw with
starting point xt=0 = x0 > 0 and final solution xt=1, which is
simulated using the Euler method with step size Δt = 1/n. De-
note as P<0(x0, f, g) the label flip probability such that there exist
t∗ ∈ [0, 1] satisfying xt∗ < 0, we have the following proposition:

Proposition 1. If for any t ∈ [0, 1] and x > 0, there is f0(x, t) <
f1(x, t) and f0(x, t) is strictly monotonically increasing w.r.t. x,
then

P<0(x0, f1, g) < P<0(x0, f0, g). (7)

Proposition 1 supports the claim that forces pushing the data
away from the decision boundary are helpful to avoid the label
shift problem. Consider the case where the data is composed of
two classes: one distribution follows N(μ, σ2) and another follows
N(−μ, σ2), the conditions in Proposition 1 would be satisfied using
a VP-SDE (as f0) and a corresponding SDE with guidance (as f1),
since the added gradient of classifier confidence is always positive
on (0,+∞). In this case, Proposition 1 shows that with the guid-
ance from the ground-truth classifier, it is less likely for a sample to
change its label during the purification process. We provide the proof
of proposition 1 in Appendix A.1.

Next, we show that the distance between the input sample x
and the purified sample r(x) can be bounded under our proposed
method, thus can avoid severe semantic changes during purification.
The result of proposition 2 indicates that for an an adversarial ex-
ample xadv, the distance ‖r(xadv) − xadv‖ has an upper bound,
which is monotonically increasing w.r.t. t∗. As a result, the maximal
distance can be controlled by adjusting t∗.

Proposition 2. Under the assumption that ‖sθ(x, t)‖ ≤ 1
2
Cs,

‖∇xp(·|x)‖ ≤ 1
2
Cp, and ‖x‖ ≤ Cx, the denoising error of our

guided reverse variance preserving SDE (VP-SDE) can be bounded
as

‖r(x)− x‖ ≤ γ(t∗)(Cs + Cp) + (eγ(t
∗) − 1)Cx

+
√

e2γ(t∗) − 1 ‖ε‖ ,
(8)
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Table 1: Accuracy and Robustness against AutoAttack under
l∞(ε = 8/255) threat model on CIFAR-10. The model

architecture is reverse-time VP-SDE with t∗ = 0.1. We use the fully
trained WideResNet-28-10 for the classifier.

Defense Accuracy (%) Robustness (%)

- 96.09 0.00

AWP - w/o Aug [42] 85.36 59.18
GAIRAT [48] 89.36 59.96
Adv. Train - Aug [30] 87.33 61.72
AWP - Aug [42] 88.25 62.11
Adv. Train - Tricks [13] 89.48 62.70
Adv. Train - Aug [14] 87.50 65.24
DiffPure [28] 89.02 70.64

Our COUP 90.04 73.05

γ (t∗) :=
∫ t∗
0

1
2
β(s)ds, ε ∼ N (0,1) is the noise added by the

reverse-time Wiener process.

5 Experiments

In this section, we mainly evaluate the adversarial robustness of
COUP against AutoAttack [6], including both black-box and white-
box attacks. Furthermore, we analyze the mechanism of the classifier
confidence guidance through a case study and ablation study to verify
the effectiveness of COUP. Besides, we combine our work with the
state-of-the-art adversarial training method for further promotion.

5.1 Experimental Settings

Dataset and Models We evaluate our method on CIFAR-10 and
CIFAR-100 [22] dataset. To make a fair comparison with other
diffusion-based purification methods, we follow the settings of Diff-
Pure [28], evaluating the robustness on randomly sampled 512 im-
ages. As for the purification model, we use variance preserving SDE
(VP-SDE) of Score SDE [37] with t∗ = 0.1 for l∞ threat model
and t∗ = 0.075 for l2. We select two backbones of the classi-
fier, including WRN-28-10 (WideResNet-28-10) and WRN-70-16
(WideResNet-70-16).

Baselines We compare our method with (1) robust optimization
methods, that is the adversarial defense based on discriminative mod-
els, also including using generative models for data augmentation;
(2) adversarial purification methods based on generative models be-
fore classification. Since some diffusion-based adversarial purifica-
tion methods do not support gradient computation and do not design
an adaptive attack, we compare the SOTA method [28] supported by
AutoAttack [6].

Evaluation Method We evaluate our method against the AutoAt-
tack [6] against the l∞ and l2 threat models and Backward Pass Dif-
ferentiable Approximation (BPDA) [1]. Since our method contains
Brownian motion, we use both standard (including three white-box
attacks APGD-ce, APGD-t, FAB-t, and one black-box attack Square)
and rand mode (including two white-box attack APGD-ce, APGD-
dlr with EOT=20) of AutoAttack, choosing the worse one to elimi-
nate the ’fake robustness’ brought by randomness. Since the white-
box plays stronger attack behavior, we evaluate our algorithm across
different classifier backbones and other analysis experiments against
APGD-ce, one of the white-box in AutoAttack.

Table 2: Accuracy and Robustness against AutoAttack under
l2(ε = 0.5) threat model on CIFAR-10. The model architecture is

reverse-time VP-SDE with t∗ = 0.075. We use the fully trained
WideResNet-28-10 for the classifier.

Defense Accuracy (%) Robustness (%)

- 96.09 0.00

Adv. Train - DDN [31] 89.05 66.41
Adv. Train - MMA [9] 88.02 67.77
AWP [42] 88.51 72.85
PORT [33] 90.31 75.39
RATIO [2] 92.23 77.93
Adv. Train - Aug[30] 91.79 78.32
DiffPure [28] 91.03 78.58

Our COUP 92.58 83.13

Table 3: Accuracy and Robustness against BPDA + EOT [1] under
l∞(ε = 8/255) threat model on CIFAR-10. The model

architecture is reverse-time VP-SDE with t∗ = 0.1. We use the fully
trained WideResNet-28-10 for the classifier.

Defense Accuracy (%) Robustness (%)

- 96.09 0.00

PixelDefend [36] 95.00 9.00
ME-Net [45] 94.00 15.00
Purification - EBM[16] 84.12 54.90
ADP [46] 86.14 70.01
GDMP [39] 93.50 76.22
DiffPure [28] 89.02 81.40

Our COUP 90.04 83.20

5.2 Comparison with Related Work

5.2.1 AutoAttack

We evaluate our COUP against AutoAttack and compare the robust-
ness with other advanced defense methods on CIFAR-10 according
to the results proposed in robustbench [7]. DiffPure [28] is the most
related work to ours. According to the results in Table 1 and Table 2,
our COUP achieves better robustness (+2.41% for l∞ and +4.55%
for l2 ) as well as better accuracy (+1.02% for l∞ and +1.55% for
l2), showing the effectiveness of classifier guidance enhancing the
adversarial robustness through better purification.

Moreover, we also adapt our COUP to the DDPM architecture [18]
in consideration of the inference efficiency and evaluate the adver-
sarial robustness against APGD-ce on CIFAR-100. We employ the
purification method suggested by Chen et al. [5] and add classifier
confidence guidance during likelihood maximization. Our results in-
dicate that COUP attains a 40.55% robustness under the l∞ threat
model with ε = 8/255, surpassing the 38.67% achieved by likeli-
hood maximization without classifier guidance.

Besides, owing to the adaptive attack, we can make a fair compar-
ison with other purification algorithms as well as robust optimization
methods based on discriminative models. The state-of-the-art method
of robust optimization is an improved adversarial training using gen-
erated data by diffusion models. COUP is orthogonal to those. We
will further discuss the comparison and combination with the SOTA
work among them in Section 5.3.

5.2.2 BPDA

We also evaluate the robustness against BPDA + EOT [1] in or-
der to make a comparison with other guided diffusion-based pu-
rification methods [43, 39] (since they do not support adaptive at-
tack). The results are represented in Table 3. Considering both Wu
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(a) Case Study (b) Ablation Study (c) Combine with Adv. CLS
Figure 2: (a) Expectation of disminative confidence p̂(y|x) of WRN-28-10 on label ytrue and adversarial label yadv over 14 bad cases of

reverse-time SDE. (b) Robustness of different denoising methods, including the forward-reverse-time SDE (DiffPure) and the reverse-time
SDE only (COUP and COUP w/o Guidance) under different classifier backbones. (c) Robustness of SOTA adversarial training method [40]

(marked as Adv. CLS), in both the cross (trained under different lp norm with evaluation) and non-cross settings, and combined with our
COUP against APGD-ce.

et al. [43] and Wang et al. [39] utilize adversarial samples as guid-
ance, we compare with the more proficient GDMP [39] of the two
(according to the results from Table 1 of Wu et al. [43]). We test
our method on the CIFAR-10 dataset against PGD-20, employing
a setting of ε = 8/255, α = 0.007. The experimental robust-
ness of GDMP achieves 76.22%, DiffPure achieves 81.40%, while
our COUP achieves the best of 83.20%. These results verify the ef-
fectiveness of our method against BPDA except for adaptive attack
and obtain better performance than the adversarial examples guided
diffusion-based purification algorithm.

5.3 Experimental Analysis

5.3.1 Case Study

In this part, we plot the curve of p̂(ytrue|x) and p̂(yadv|x) to show
what happens from the view of classifier during purification, where
the p̂(y|x) is the predict confidence by the classifier of label y. More-
over, we analyze the mechanism of the classifier guidance. To ob-
tain the adversarial examples, we use APGD-ce under the l∞ threat
model to attack the reverse-time SDE (COUP without Guidance) to
get bad cases for COUP w/o Guidance. To focus on the purification
process, we do not consider Brownian motion at inference time.

According to the analysis in Section 3, we use the predict confi-
dence for ground truth label to evaluate the information preservation
degree of the image during purification. Then we plot the curve as
shown in Fig. 2a. The rise of p̂(yadv|x) is the reason for success-
ful attack. Meanwhile, the decrease of p̂(ytrue|x) shows that, during
purification, predictive information keeps losing. After 90 steps of
purification, p̂(ytrue|x) suddenly declines to a very low level due
to "over purification" and p̂(yadv|x) dominates the prediction con-
fidence, which leads to vulnerability. Next, we further explore the
mechanism of classifier guidance. After adding classifier guidance,
p̂(ytrue|x) obtains a rapid rise under the guidance of the classifier
at the very beginning. Besides, the guidance of the classifier allevi-
ates the information loss (also weakens the influence of adversarial
perturbation) during purification and finally results in correct classi-
fication.

5.3.2 Analysis of Information Preservation on Toy Data

To verify the effectiveness of our method for information preser-
vation, we use 2-Gaussian toy data and run a simulation of pure

SDE and COUP to show that COUP can alleviate the label shift
problem. The data distribution is a 1-dimension uniform mixture
of 2 symmetric Gaussian distributions N (−0.5, 1) and N (0.5, 1),
the data from which we label as y = 0 and y = 1, respectively.
Starting from the point x0 = 0.2, we apply the COUP algorithm
with guidance weight ranging from 0 to 10.0. To simulate the ad-
versarial vulnerability of the classifier, we use a noisy classifier
p(y = 1|x) = p1(x)

p0(x)+p1(x)+c·n(x)
, where pi(x) is the density func-

tion of class i, n(x) = sin(100x)
100

is the noise and c is the noise level.
We apply the Euler method for SDE simulation, using step size 1e−3
and t∗ = 0.1. We run 100, 000 times and estimate the label flip prob-
ability, i.e. p(xt∗ < 0). The result in Fig. 3b shows that the guidance
signal is overall helpful to keep the label unchanged under small or
no noise. When the noise level is high, the classifier becomes untrust-
worthy. Thus, an appropriate λ should be chosen.

5.3.3 Analysis on Different Classifier Architectures

In order to evaluate the effectiveness of our guidance method for dif-
ferent architectures of classifiers, we adapt our purification method
to both WRN-28-10 and WRN-70-16 against APGD-ce attack (under
l∞). The results in Fig. 2b show that COUP achieves better robust-
ness on both two classifier backbones. In other words, our method is
effective across different classifier architectures.

5.3.4 Ablation Study

In order to demonstrate the effectiveness of classifier guidance, we
evaluate the robustness of COUP and COUP w/o Guidance (i.e.
reverse-time SDE) against APGD-ce attack (under l∞) as an abla-
tion. Results in Fig. 2b support that the robustness promotion in Ta-
ble 1 and Table 2 of our COUP is mainly caused by the classifier
guidance instead of the structure of diffusion model (since we re-
move the forward process from DiffPure).

5.4 Hyperparameters

Analysis on Purification Timestep t∗ Since the purification
timestep t∗ is a critical hyperparameter deciding the degree of de-
noising, we evaluate the robustness against APGD-ce across different
t∗ and find it performs the best at t∗ = 0.1. The experimental result

M. Zhang et al. / Classifier Guidance Enhances Diffusion-Based Adversarial Purification by Preserving Predictive Information 2239



(a) Probability on toy data (b) Label flip probability
Figure 3: (a) The 2-Gaussian toy data and classifier with noise level c = 1. (b) Label flip probability under different noise levels c and

guidance weight λ on 2-Gaussian toy data.

(a) Accuracy and robustness across t∗ (b) Accuracy and robustness across λ
Figure 4: Accuracy and Robustness against APGD-ce under l∞(ε = 8/255) threat model for (a) variant purification timestep t∗ and (b)

variant weight of guidance λ.
in Fig. 4a shows that insufficient purification step or "over purifica-
tion" both leads to lower robustness. This phenomenon strongly sup-
ports that balancing denoising and information preservation is very
important. Besides, it is intuitive that accuracy decreases as timestep
t∗ grows.

Analysis on Guidance Weight λ We experimentally find that
COUP obtains the highest robustness against APGD-ce under λ = 1.
That is, the diffusion model and the classifier have equal weight. Note
that it implements the same effect as a conditional generative model
(according to the Bayes formula: p(x) · p(y|x) = p(x|y)

p(y)
since the

prior probability p(y) of category y is considered as uniform).

5.4.1 Comparison and Combination with SOTA of
Adversarial Training

Considering the settings of robust evaluation, we argue that it is un-
fair to compare our COUP with the adversarial training algorithm.
The reason is we do not make any assumption about the attack, while
the adversarial training methods are specifically trained for the eval-
uation attack. Therefore, we additionally evaluate the SOTA [40] of
adversarial training under both cross and non-cross settings. Specif-
ically, in the cross-setting, we use the model trained for l2 (l∞) to
defend the attack under l∞ (l2). The results in Table 2c show that
it [40] suffers a severe robustness drop under the cross-setting. In
other words, its robustness becomes poor when defending against
unseen attacks.

Besides, to take advantage of their work [40], we combine our pu-
rification method with the adversarially trained classifier. When the
classifier has better clean accuracy (95.16% under l2), it can further

improve the robustness against APGD-ce attack. However, worse ac-
curacy under l∞ (92.44%) may provide inappropriate guidance for
purification. Note that, in that case, our purification method COUP
further improves their robustness from 70.90% to 77.15%.

6 Conclusion

To address the principal challenge in purification, i.e., achieving a
balance between noise removal and information preservation, we
employ the concept of the classifier-guided purification method. We
discover that classifier-confidence guidance aids in preserving pre-
dictive information, which facilitates the purification of adversar-
ial examples towards the category center. Specifically, we intro-
duce Classifier-cOnfidence gUided Purification (COUP) and have
assessed its performance against AutoAttack and BPDA, comparing
it with other advanced defense algorithms under the RobustBench
benchmark. The results demonstrated that our COUP achieved supe-
rior adversarial robustness.
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