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Abstract. Federated learning enables multiple clients to collab-
oratively train a global model without revealing their local data.
However, conventional federated learning often overlooks the fact
that data stored on different clients may originate from diverse do-
mains, and the resulting domain shift problem can significantly im-
pair the performance of the global model. In this paper, we introduce
Federated Semantic Prototype Learning (FedSeProto), a semantic
prototype-based approach designed to address the domain shift issue
in federated learning. The proposed method comprises two compo-
nents: feature decoupling and feature alignment. Feature decoupling
aims to learn semantic prototypes that can represent semantic infor-
mation associated with specific categories, while feature alignment
utilizes these semantic prototypes to facilitate learning of cross-client
consistent features. Two key techniques are employed to achieve fea-
ture decoupling. On one hand, feature separation is achieved through
the minimization of mutual information between semantic and do-
main features. On the other hand, the knowledge distillation is lever-
aged to ensure that both semantic and domain features carry the
correct information. For feature alignment, intra-class semantic fea-
tures are used to generate the local prototypes, which are further
aggregated to the global prototypes. These global prototypes serve
as guides during the local training process. Specifically, the local
intra-class semantic features are driven to close to the corresponding
global prototypes, thereby encouraging all clients to learn the glob-
ally consistent semantic features. Comprehensive experiments con-
ducted on four challenging multi-domain datasets demonstrate the
effectiveness of the proposed method compared with existing feder-
ated learning algorithms.

1 Introduction

Federated Learning (FL) is a distributed machine learning paradigm
that enables collaborative training across multiple clients while safe-
guarding privacy. Within the FL framework, clients are not required
to share their local data with the server. Instead, they conduct model
training locally and then upload either the update gradients or model
parameters to the server. The server subsequently aggregates the
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information received from all clients to construct a global model
[27, 39, 5]. Despite its ability to achieve notable results compared
with local training, FL is confronted with the challenge of data het-
erogeneity. Specifically, data heterogeneity refers to the dissimilar-
ity in local data sources across different clients, resulting in non-
independent and identically distributed (non-IID) data. Numerous
studies have been conducted to address this issue, yet the majority
have focused on label heterogeneity [25, 9], meaning the local data
across different clients is class-imbalanced. Recently, there has been
a growing interest in exploring feature heterogeneity issue [15, 30],
acknowledging that local data may originate from distinct domains, a
phenomenon referred to as domain shift. Such occurrences are preva-
lent in practical training scenarios. For instance, an image of a dog
might originate from a real-world photograph or a piece of artwork.
However, research on FL that addresses the problem of domain shift
is relatively limited.

In the context of FL with domain shift, each client possesses data
from a certain domain, leading to local models overfitting to their
respective domain data. Existing research has explored various ap-
proaches to mitigate this challenge. Some methods employ adver-
sarial training to capture domain-invariant information [3, 14]. How-
ever, these methods require domain labels to aid in the learning of
domain-invariant features, which are unavailable in the FL scenario
due to limited data access permissions. To unify the cross-client fea-
ture space, prototype-based methods gain wide attention. For exam-
ple, FedProto [32] guides the local representation learning on each
client by introducing the prototypes, which average the features of
samples within the same category. Prototypes can represent the in-
formative characteristics of a category, serving as a regularization
term to enhance the intra-class compactness of feature represen-
tations. However, in the presence of data heterogeneity, the intra-
class representations across different clients are inconsistent, result-
ing in the generation of biased prototypes. To address this, FedCD
[26] employs a hierarchical prototype contrastive learning strategy
to learn fine-grained prototypes, while utilizing global fine-grained
prototypes to augment the local dataset, thereby mitigating the prob-
lems of data heterogeneity. FPL [15] enhances the diversity of pro-
totypes through clustering, thereby balancing the proportion of pro-
totypes from different domains. These methods represent effective
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improvements over conventional prototype learning approaches but
still possess inherent limitations. The fundamental cause of perfor-
mance degradation in domain shift scenarios is the lack of data from
other domains at the client level, leading local models to exhibit bias
towards their own datasets. While existing federated prototype learn-
ing methods alleviate the negative effects of domain shifts by enrich-
ing prototype diversity, they still learn biased prototypes and do not
fundamentally resolve the issue of local dataset bias, which intro-
duces certain limitations when addressing the issue of domain shift.

Since prototypes essentially serve as abstract representations of
particular data categories, using prototypes as a guide during model
training can help ensure that representations are learned consistently
across clients. Accordingly, we propose FedSeProto, which employs
semantic features to aggregate the unbiased local and global proto-
types, mitigating the impact of domain-specific information in FL.
Broadly speaking, general features extracted by a general encoder
incorporate a blend of semantic and domain information, which are
separately encoded by two distinct encoders at the client side. Mutual
information minimization and knowledge distillation are employed
to disentangle the components. Mutual information is a metric that
quantifies the extent of shared information between two variables.
Minimizing the mutual information between semantic features and
domain features can reduce the amount of information each contains
about the other, thereby facilitating the separation of features. More-
over, it is essential to ensure that both semantic and domain features
retain relevant information rather than merely unrelated to each other.
To achieve this, we train a basic model with general features, employ-
ing its outputs as soft labels. Semantic features are guided to preserve
the knowledge learned by the basic model to accomplish downstream
tasks leveraging semantic information, while domain features are di-
rected to discard this semantic information, thereby retaining domain
information. Following this process, the semantic features, which are
not affected by any particular domain, maintain consistent across var-
ious domains. Based on the semantic features, the local and global
unbiased prototypes are obtained and circumvent the issue of client
shift caused by cross-domain aggregation. Notably, FedSeProto is
also applicable in scenarios with model heterogeneity, requiring only
that the local prototypes uploaded by all clients have the same dimen-
sions. Overall, our main contributions can be summarized as follows:

• To address the issue of biased representations learned by differ-
ent clients in FL, we propose feature decoupling to learn seman-
tic prototypes of the data. Mutual information minimization and
knowledge distillation are utilized to ensure that semantic and do-
main features are distinctly separated and carry the appropriate
information.

• To address the issue of intra-class feature inconsistency across
clients, we propose aggregating semantic features to derive lo-
cal and global semantic prototypes. The constraints imposed by
global prototypes are utilized to facilitate the learning of unified
intra-class representations across different clients.

• We conduct extensive experiments on four multi-domain datasets:
Digits, Office Caltech, PACS, and VLCS. The results demonstrate
that our proposed FedSeProto addresses the domain shift problem
in FL more effectively compared to other methods.

2 Related work

2.1 Federated learning with data heterogeneity

Federated learning enables multiple clients to collaboratively train a
global model without sharing their data. However, the heterogeneity

of data across different clients can significantly impair the effective-
ness of FL. A common approach to address this issue is enforcing
consistency between the global model and the local models. Fed-
Prox [24] mitigates the deviation of the local models from the global
model by incorporating a proximal term. FedDyn [1] introduces a
dynamic regularizer for each device. FedDC [10] tracks the dispar-
ity between the local and global models through learned local drift
variables. MOON [23] adopts contrastive learning to align the lo-
cal representations closely with the global representations while in-
creasing the distance from the local representations of the previous
round. Another strategy focuses on server-side aggregation policy.
FedMA [33] matches and averages hidden elements with similar fea-
ture signatures, while FedNova [34] normalizes the local updates be-
fore model aggregation to reduce inconsistencies. In addition to class
imbalance, another important scenario of data heterogeneity is do-
main shift, where data originate from different domains. GA [40] dy-
namically adjusts the weight distribution of each round’s aggregation
based on the generalization gap of the global model across different
client datasets, allowing the global model to adapt to data from var-
ious domains. FedSR [30] employs regularization to learn a simple
data representation, facilitating better generalization across diverse
domains. Methods like FSFL [14] employ adversarial training to de-
velop a domain discriminator to assist in the knowledge distillation
process. These approaches require additional models and datasets,
consuming substantial resources.

2.2 Prototype learning

A prototype refers to the average representation of data within the
same category [31, 36]. Employing prototype loss as a regularization
term can enhance the intra-class compactness of feature represen-
tations. Prototype learning has been demonstrated to exhibit excep-
tional performance in zero-shot and few-shot learning [35, 43]. Fur-
thermore, [42] has shown that prototypes help address catastrophic
forgetting in incremental learning. For source-free domain adapta-
tion, [41] uses prototypes for clustering data and introduces proto-
type regularization to align the distribution between target samples
and prototypes. Due to its broad range of applications, prototype
learning has also attracted attention in the field of FL. FedProto [32]
proposes the prototype aggregation to facilitate information sharing
between clients, supporting model heterogeneity while significantly
reducing communication overhead. FedProc [28] introduces proto-
type contrastive learning to address issues of data heterogeneity.
FedCD [26] proposes a hierarchical prototype contrastive learning
strategy, introducing fine-grained prototypes to balance class distri-
butions across clients. FPL [15] introduces a cluster prototype strat-
egy to alleviate the issue of domain imbalance among clients. How-
ever, these methods learn prototypes that are biased towards specific
domains, which limits their effectiveness in addressing domain shift
issue.

3 Methodology

3.1 Preliminaries

Problem formulation. We consider a FL setting involving N
clients, where the n-th client possesses a local dataset Dn =

{(xi
n, y

i
n)}|Dn|

i=1 , with |Dn| denoting the number of samples held by
the n-th client, and the i-th sample xi

n is accompanied by a cor-
responding label yi

n. Additionally, each client n possesses a local
model fn(wn;x) : Rdx → R

dy that takes a dx-dimensional sam-
ple x as input and outputs a dy-dimensional prediction vector, where
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Figure 1: Overview of the proposed FedSeProto approach, where different types of features are represented by distinct shapes, and the same
shapes are differentiated by color to denote different domains. In each communication round: � Clients conduct local training, achieve feature
decoupling, and align semantic features with global prototypes from the previous round. � Local model output semantic features, which are
averaged by category to generate local prototypes. � Clients upload the local model and prototypes to the server. � The server aggregates all
clients’ information into a global model and global prototypes. � The server distributes the global model and prototypes back to the clients.
Steps �-� are repeated until the global model converges.

wn denotes the parameters of the local model. In this setting, al-
though the data across different participants may share the same la-
bel space, they originate from distinct underlying distributions. This
leads to different conditional feature distributions p(x|y), manifest-
ing as domain shift in FL. Our objective is to construct a global model
w =

∑N
n=1

|Dn|
|D| wn, which performs well across all domains, where

|D| is the number of samples held by all clients. The problem can be
formalized as follows:

min
w

N∑
n=1

|Dn|
|D| Ln(w;Dn), (1)

where Ln(w;Dn) is the loss of the global model w on the n-th
client’s local dataset Dn.

Federated prototype learning. Federated prototype learning in
scenarios with domain shift aims to address the issue of inconsis-
tent cross-domain data distributions among multiple clients. In cur-
rent federated prototype learning approaches, each prototype repre-
sents the average of the feature vectors corresponding to the same
category, thereby capturing the key characteristics of the data and
encompassing category-specific information. Specifically, the local
model of the n-th client is composed of two components, denoted
as fn(wn) = Fn(δn) ◦ Hn(θn). Here, Fn(δn;x) : Rdx → R

dz

is a feature encoder that encodes a sample x into a feature vector
z with δn being the parameters of Fn, Hn(θn; z) : Rdz → R

dy is
the prediction head with parameters θn, and ◦ denotes concatenation.

Thus, the prototype for the k-th category on client n can be defined
as follows:

ckn =
1

|Dk
n|

∑
xi∈Dk

n

Fn (δn;xi) , (2)

where Dk
n denotes the subset of samples from the local dataset of

client n that belong to the k-th category. Under the FL framework,
the local prototypes from all clients are aggregated to form a global
set of prototypes. A straightforward approach is averaging the proto-
types of the same category across different clients. Consequently, the
global prototype for the k-th category can be computed as follows:

ckg =
1

Nk

Nk∑
n=1

ckn, (3)

where Nk denotes the number of clients that contain samples of the
k-th category. Upon obtaining the global prototypes set, it can be
utilized to impose constraints on the local training process of the
clients. For instance, regularization terms such as L1 or L2 can be
incorporated during the local model training, which enables the local
models of different clients to acquire knowledge from other domains.

3.2 Overview of proposed method

The overall framework of FedSeProto is depicted in Figure 1. Fol-
lowing the setting of conventional FL, the proposed FedSeProto in-
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corporates N clients and a server. Each client n possesses a lo-
cal model that includes a general feature encoder Fn, a semantic
feature encoder Fs

n(ϕn) : R
dz → R

dz with parameters ϕn, and
a domain feature encoder Fd

n(φn) : R
dz → R

dz with parame-
ters φn, each designed to extract semantic features zs and domain
features zd from the general features z, respectively. Specifically,
at the start of the t-th round, each client n calculates the seman-
tic features Zs

n = Fs
n(ϕn;Fn(δn;Dn)) and the domain features

Zd
n = Fd

n(φn;Fn(δn;Dn)), performing feature decoupling through
mutual information minimization and knowledge distillation. Subse-
quently, Zs

n is utilized for downstream prediction tasks and is aligned
with the global prototypes {ckt }Kk=1, where K is the number of cat-
egories. After local training, Zs

n is averaged by category to generate
the local prototypes {ckt,n}Kk=1, and both the local model wt

n and the
local prototypes {ckt,n}Kk=1 are uploaded to the server. The server ag-
gregates all the local models and prototypes into the global model w
and the global prototypes {ckg}Kk=1, which are then distributed back
to the clients.

In the following section, we will elaborate on how to achieve fea-
ture decoupling during the local training process, isolating domain-
invariant semantic features, and how prototype-based feature align-
ment can be utilized to address the issue of domain shift.

3.3 Semantic prototype learning

The proposed method employs feature decoupling and feature align-
ment to facilitate semantic prototype learning. The features obtained
by general encoders F(δ) contain semantic information and do-
main information. To disentangle these components and aggregate
the extracted semantic features as prototypes, Mutual Information
(MI)-based loss and Knowledge Distillation (KD)-based loss are uti-
lized to ensure the decoupling of semantic and domain information,
while prototype-based loss is employed for feature alignment: 1) MI-
based loss guarantees that the semantic encoder acquires information
unrelated to the domain content, facilitating feature separation. 2)
KD-based loss ensures that the semantic encoder captures category-
relevant semantic information, while the domain encoder learns se-
mantically irrelevant domain information. 3) Prototype-based loss
encourages the features learned by the client to be consistent with
global prototypes, eliminating the effects of domain shift. In this sec-
tion, we will focus on the analysis of these loss functions.

3.3.1 MI-based loss

To avoid the domain encoder capturing semantic information, we
employ MI during the training process. Specifically, feature sepa-
ration is performed by minimizing the MI between the outputs of the
semantic encoder and the domain encoder. Our training objective can
be expressed as follows:

min I(Zs;Zd). (4)

It is widely acknowledged that direct calculation of MI is not fea-
sible [38], leading to the common practice of minimizing the vari-
ational upper bound of MI as an alternative approach [4, 6]. In our
approach, Zs and Zd further complicating the scenario due to their
the latent nature. Following the hypothesis in [17], by introducing a
data variable X , the MI between two latent variables can be trans-
formed into the MI between a data variable and a latent variable, we
obtain:

I(Zs;Zd) = I(X;Zs) + I(X;Zd)− I(X;Zs,Zd). (5)

Therefore, the problem of minimizing the upper bound of I(Zs;Zd)
is transformed into minimizing the upper bounds of I(X;Zs) and
I(X;Zd), as well as maximizing the lower bound of I(X;Zs,Zd).
Let q(zs) be the variational approximation of p(zs). Theoretically,
we can derive the variational upper bound of I(X;Zs) as:

I(X;Zs) =

∫ ∫
p(x, zs) log

(
p(zs|x)q(zs)
q(zs)p(zs)

)
dxdzs

=

∫ ∫
p(x, zs) log

(
p(zs|x)
q(zs)

)
dxdzs

−DKL[p(z
s) ‖ q(zs)]

≤
∫

p(x)dx

∫
p(zs|x) log

(
p(zs|x)
q(zs)

)
dzs

=
1

|Dn|
|Dn|∑
i=1

DKL[p(z
s
i |xi) ‖ q(zsi )],

(6)

where DKL denotes the KL divergence. Similarly, let r(zd) be the
variational approximation of p(zd), we obtain:

I(X;Zd) ≤ 1

|Dn|
|Dn|∑
i=1

DKL[p(z
d
i |xi) ‖ r(zdi )]. (7)

Letting t(x|zs, zd) be the variational approximation of p(x|zs, zd),
we can derive the variational lower bound of I(X;Zs,Zd):

I(X;Zs,Zd)

=

∫∫∫
p(x, zs, zd) log

(
p(x|zs, zd)t(x|zs, zd)

t(x|zs, zd)p(x)
)
dxdzsdzd

=

∫∫∫
p(x, zs, zd) log

(
t(x|zs, zd)

p(x)

)
dxdzsdzd

+ Ep(zs,zd)[DKL[p(x|zs, zd) ‖ t(x|zs, zd)]]

≥
∫

p(x)dx

∫ ∫
p(zs, zd|x) log(t(x|zs, zd))dzsdzd

=
1

|Dn|
|Dn|∑
i=1

log(t(xi|zsi , zdi )).
(8)

Finally, we can derive the variational upper bound of I(Zs;Zd):

I(Zs;Zd) ≤ 1

|Dn|
|Dn|∑
i=1

(
DKL [p(zsi |xi) ‖ q(zsi )]

+DKL

[
p(zdi |xi) ‖ r(zdi )

]
+ log

(
−t(xi|zsi , zdi )

))
.

(9)
Following the assumption in [18], q(zs) and r(zd) can be considered
as standard normal distributions N (0, 1). The last term can be opti-
mized by minimizing the reconstruction error of X from Zs and Zd.
The MI-based loss of the n-th client can be formulated as follows:

LMI =
1

|Dn|
|Dn|∑
i=1

(
DKL

(
zsn,i,N (0, 1)

)
+DKL

(
zdn,i,N (0, 1)

)

+ �MSE

(
xi,Gn(ψn; z

s
n,i ◦ zdn,i

))
,

(10)
where Gn(ψn) : R

2dz → R
dx represents the decoder that recon-

structs the original data from zs and zd with parameters ψn, �MSE

denotes the mean squared error.
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3.3.2 KD-based loss

Existing work on feature disentangling typically employs adversarial
learning techniques [3, 14], however, these methods often require do-
main labels of the data, which poses a challenge in FL settings where
each client can only utilize data from its local domain. Therefore,
it is necessary to design a method that facilitates the separation of
semantic features and domain features under constrained conditions.

We divide the local training process into two distinct phases. In
the first phase, a general encoder F(δ) is employed as the feature ex-
tractor to train a basic model F(δ)◦H(θ) that possesses preliminary
prediction capabilities. Subsequently, in the second phase, while fix-
ing the parameters of the prediction head θ, inspired by Knowledge
Distillation, we use the output logits of the basic model as soft la-
bels. The general features z are further input into the semantic en-
coder Fs(ϕ) and domain encoder Fd(φ). Intuitively, the features
extracted by the semantic encoder zs should retain the semantically
relevant aspects of the general features, thereby preserving as much
as possible the prediction knowledge learned by the basic model. In
contrast, the domain features zd should capture the semantically ir-
relevant aspects of the general features, hence discarding the pre-
diction knowledge learned by the basic model. Based on the above
understanding, we use KL divergence to measure the similarity be-
tween the final output logits and soft labels. Then, we reconcile these
aspects into a KD-based loss:

LKD =
1

|Dn|
|Dn|∑
i=1

(
− log

(
exp(s1)

exp(s1) + exp(s2)

))
,

where s1 = DKL (Hn(θn; zn,i),Hn(θn;Fs
n(ϕn; zn,i))) ,

s2 = DKL(Hn(θn; zn,i),Hn(θn;Fd
n(φn; zn,i))).

(11)

Here, Hn(θn) is the prediction head of the n-th client, s1 and s2 are
intermediate variables, each representing the KL divergence between
the soft labels and the output logits predicted using features obtained
from the semantic encoder and the domain encoder, respectively.

3.3.3 Prototype-based loss

Given the process of feature decoupling at the local training phase,
the computation of local prototypes is defined as follows:

ckn =
1

|Dk
n|

|Dk
n|∑

i=1

Fs
n(ϕn;Fn(δn;xi)). (12)

The local prototypes are uploaded to the server and aggregated into
the global prototypes via Equation (3). The prototype-based loss can
be integrated as a regularization term into the overall loss function,
serving to measure the distance between the local semantic feature
and the corresponding global prototype ckg . Here, we employ the L2

distance:

LProto =
1

K

K∑
k=1

⎛
⎝ 1

|Dk
n|

|Dk
n|∑

i=1

‖Fs
n(ϕn;Fn(δn;xi))− ckg‖2

⎞
⎠ .

(13)
Additionally, the classification loss can be calculated as follows:

LCE =
1

|Dn|
|Dn|∑
i=1

−yi log(Hn(θn; z
s
n,i)). (14)

Finally, we can derive the total loss function:

L = LCE + αLKD + βLMI + λLProto, (15)

where α, β, λ are the trade-off parameters.

3.3.4 Global aggregation

Upon completion of local training, clients upload their trained local
model parameters wn to the server. The server then aggregates the
local models from all clients into a global model, calculated as fol-
lows:

w =
N∑

n=1

|Dn|
|D| wn, (16)

where D represents the dataset collectively constituted by all clients.
It is noteworthy that the domain encoder Fd

n(φn) and the decoder
Gn(ψn) of the local model should be tailored to the local domain
and do not require global aggregation. Consequently, the model pa-
rameters wn = (δn, ϕn, θn) are uploaded by the clients.

3.4 Extending to model heterogeneity scenarios

The previous description pertains to FL under the scenario of model
homogeneity, which requires all clients to share the same model
architecture to facilitate global aggregation. However, in practical
FL, clients may possess varying computational resources. Clients
with limited resources can hinder the overall training process of
FL [7, 2]. This highlights the necessity of allowing model hetero-
geneity in FL, whereby clients are not required to use a uniform
model architecture. Instead, each client can independently choose
a model that aligns with their local resource capabilities. The pro-
posed FedSeProto can be naturally extended to scenarios involving
model heterogeneity. Although global model aggregation becomes
unfeasible due to model heterogeneity, global prototype aggrega-
tion remains viable. Through global prototypes, effective informa-
tion sharing can be achieved among clients. Specifically, for the lo-
cal general encoder Fn(δn;x) : R

dx → R
dz and semantic en-

coder Fs
n(ϕn) : R

dz → R
dz of client n, communication can be

ensured as long as the dimensionality dz is consistent across differ-
ent clients, while the specific model architecture can be determined
by each client. The efficacy of our method in the scenario of model
heterogeneity will also be validated in the experimental section. The
overall workflow of FedSeProto is detailed in Algorithm 1.

4 Experiments

4.1 Experiments setup

Baselines. In the scenario of model homogeneity, our method is com-
pared against various FL algorithms, including three classical meth-
ods: FedAvg [27], FedProx [24], MOON [23], three prototype-based
methods: FedProto [32], FedMLP [13] and FPL [15], and two state-
of-the-art methods developed in recent years: FedSR [30] and GA
[40]. In the model heterogeneous scenario, certain aforementioned
methods are not applicable. Thus, we additionally include methods
that support model heterogeneity, namely FedMD [21] and FedGH
[37], for comparison. Furthermore, the Local method denotes the
strategy where clients utilize only their local data for model train-
ing, without engaging in knowledge sharing between clients.

Datasets. We conducted experiments on 4 cross-domain datasets:
Digits [16, 20, 29], Office Caltech [11, 12], PACS [22], VLCS [8].
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Algorithm 1 The proposed FedSeProto

1: Input: Number of clients N , communication rounds T , local
training epochs E

2: Output: Global model wT

3: for t = 1, 2, ..., T do

4: for n = 1, 2, ..., N in parallel do

5: wt
n, c

t
n ← ClientUpdate(wt, ctg)

6: end for

7: Aggregate global prototypes ct+1
g via Equation (3) (and

global model wt+1 via Equation (16) if model homogeneous)
8: end for

9: ClientUpdate(wt, ctg):
10: wt

n ← wt if model homogeneous
11: for e = 1, 2, ..., E do

12: Compute the total loss L via Equation (15)
13: Update local model wt

n ← wt
n − η�L

14: end for

15: Update local prototypes ctn via Equation (12)
16: Upload ctn (and wt

n if model homogeneous) to the server

Among these, Digits is a digit recognition dataset, and the remaining
3 datasets are object recognition datasets. For all the datasets, we es-
tablished 10 clients. To simulate realistic domain shift scenarios, we
assumed the number of clients belonging to different domains varies.
For instance, the distribution for the PACS dataset is configured as:
Photo: 2, Art Painting: 3, Cartoon: 4, Sketch: 1.

Backbone. A simple multi-layer CNN architecture was employed
as the backbone. In the model-homogeneous scenario, the general
feature extractor comprises three convolution layers followed by a
fully connected layer, outputting 512-dimensional features. Both the
semantic encoder and the domain encoder consist of a single fully
connected layer, ultimately connected to a classification layer. In the
model-heterogeneous scenario, the general feature extractor for some
clients is set to two convolution layers, with the remaining settings
identical to those in the model homogeneous scenario. For additional
details on the experimental datasets, models, and implementation,
please refer to the supplementary material [19].

4.2 Main experiments results

4.2.1 Model homogeneous scenarios

In scenarios of model homogeneity, experiments are conducted on
four challenging multi-domain datasets. Table 1 and Table 2 provide
the accuracy for individual domains as well as the average accuracy
across all domains, where � indicates the improvement compared
to FedAvg. The best results are highlighted in bold, while the next
best results are indicated with an underline. The results demonstrate
that all prototype-based methods, namely FedProto, FedMLP, FPL,
and FedSeProto, exhibited outstanding performance in most cases,
highlighting the significant role of prototype learning. However, the
two methods designed for federated domain generalization, FedSR
and GA, sometimes failed to adequately address the issue of do-
main shift. Notably, GA exhibited a significant bias towards partic-
ular data domains on the Digits dataset. The proposed FedSeProto
outperformed all other comparison methods, especially on the Office
Caltech dataset, where it achieved a 6.85% increase in accuracy com-
pared to the baseline method and a 3.56% improvement over the next
best method, FPL. This demonstrates the effectiveness of FedSeProto
in addressing domain shift issue. Figure 2 presents the comparison of
t-SNE visualization of the embedding representations on the MNIST

dataset between FedSeProto and FedAvg. The results indicate that
FedSeProto is able to learn clearer decision boundaries. Due to space
limitation, more extensive experiments comparing FedSeProto with
other methods are provided in the supplementary material [19].

FedAvg: Round 1 FedAvg: Round 100 FedAvg: Round 200

FedSeProto: Round 1 FedSeProto: Round 100 FedSeProto: Round 200

Figure 2: t-SNE visualization of FedAvg (top) and FedSeProto (bot-
tom) on MNIST dataset at different communication rounds.

4.2.2 Model heterogeneous scenarios

The proposed method is also effective in scenarios of model het-
erogeneity. As model heterogeneity is not the central focus of this
paper, experimental validation in this section is limited to Digits
dataset, with results detailed in Table 3. Performance assessments re-
veal that all comparison methods underperform relative to scenarios
with model homogeneity. This discrepancy is linked to the procedure
of model testing, where the test set comprises data from all domains,
while the model only learns from single-domain knowledge during
training. Additionally, the constraints imposed by model heterogene-
ity, which preclude straightforward model aggregation, hinder the
ability of models to assimilate knowledge from different domains
across clients. Despite these challenges, it is noteworthy that FedSe-
Proto consistently outperforms other methods, achieving a substan-
tial improvement of 11.32% over the Local method and 1.23% over
the next best method, FedProto.

4.3 Ablation study

The proposed FedSeProto comprises four components, reflected in
the four terms of the loss function: LCE, LKD, LMI, and LProto. To
assess the contribution of each component, we designed a series of
experiments, with results presented in Figure 3. With only LCE, Fed-
SeProto degenerates to FedAvg, exhibiting the poorest performance.
In the absence of LMI, the model can separate semantic and domain
features to some extent but fails to fully decouple the two. Lacking
LKD prevents ensuring that the semantic and domain encoders learn
the intended information. Without LProto, there is no global consis-
tent goal to guide the learning process. Optimal results are achieved
when all components are employed simultaneously, indicating that
each component of the proposed method is indispensable.

4.4 Parameter sensitivity analysis

To investigate the impact of hyperparameters on the performance of
FedSeProto, we conducted several parameter sensitivity experiments
for the three trade-off parameters, α, β, and λ, on Office Caltech and
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Table 1: Comparison of performance (%) on Digits and Office Caltech datasets.

Digits Office Caltech

Methods MNIST USPS SVHN SYN Avg. � Caltech Amazon Webcam DSLR Avg. �

FedAvg [27] 80.18 72.67 71.92 55.82 70.15 ± 0.28 - 54.31 63.51 48.27 54.44 55.14 ± 1.07 -
FedProx [24] 79.09 72.12 71.12 55.57 69.48 ± 0.48 -0.67 54.76 61.23 45.40 57.78 54.79 ± 0.22 -0.35
MOON [23] 81.30 71.78 71.84 55.85 70.19 ± 0.07 +0.04 54.91 62.10 52.30 54.45 55.94 ± 0.72 +0.80
FedProto [32] 79.09 72.12 71.12 55.57 69.48 ± 0.48 -0.67 55.35 65.79 48.28 61.11 57.63 ± 0.60 +2.49
FedMLP [13] 80.21 75.15 70.63 55.82 70.45 ± 0.56 +0.30 54.91 63.45 45.40 54.45 54.55 ± 0.30 -0.59
FedSR [30] 80.29 74.64 68.54 52.69 69.04 ± 0.43 -0.49 55.66 66.49 48.27 48.89 54.83 ± 0.69 -0.31
FedAvg+GA [40] 80.75 83.21 59.50 49.40 68.22 ± 0.19 -1.93 46.58 46.84 63.79 58.89 54.03 ± 0.54 -1.11
FPL [15] 77.47 73.17 71.67 61.30 70.90 ± 0.31 +0.75 56.25 66.84 51.72 58.89 58.43 ± 0.26 +3.29
FedSeProto 81.41 76.29 71.18 58.36 71.81 ± 0.34 +1.66 63.10 66.14 62.07 56.67 61.99 ± 1.19 +6.85

Table 2: Comparison of performance (%) on PACS and VLCS datasets.

PACS VLCS

Methods Photo Art painting Cartoon Sketch Avg. � Caltech Labelme Pascal Sun Avg. �

FedAvg [27] 50.10 36.36 51.71 39.83 44.50 ± 0.06 - 72.56 55.67 46.89 56.18 57.83 ± 0.08 -
FedProx [24] 57.98 37.50 54.06 45.99 48.88 ± 0.12 +4.38 72.64 55.83 46.89 56.45 57.95 ± 0.09 +0.12
MOON [23] 55.69 36.27 54.27 45.22 47.87 ± 0.24 +3.37 71.70 55.63 46.79 56.99 57.78 ± 0.02 -0.05
FedProto [32] 57.49 37.42 54.91 46.23 49.01 ± 0.18 +4.51 72.80 55.92 47.25 57.29 58.32 ± 0.21 +0.49
FedMLP [13] 57.20 37.51 57.06 46.27 49.51 ± 0.32 +5.01 69.25 55.48 46.32 56.82 56.97 ± 0.22 -0.86
FedSR [30] 57.58 34.80 55.20 45.99 48.39 ± 0.18 +3.89 68.95 56.00 44.59 54.72 56.06 ± 0.10 -1.77
FedAvg+GA [40] 52.59 37.83 52.64 36.73 44.95 ± 0.14 +0.45 68.32 55.04 44.75 54.45 55.64 ± 0.07 -2.19
FPL [15] 61.38 35.29 57.19 46.50 50.09 ± 0.83 +5.59 72.25 56.46 48.44 56.72 58.47 ± 0.38 +0.64
FedSeProto 61.98 38.08 60.11 47.35 51.88 ± 0.44 +7.38 73.82 57.51 48.96 60.04 60.08 ± 0.24 +2.25

Table 3: Comparison of performance (%) on Digits dataset under
model heterogeneous scenarios.

Digits

Methods MNIST USPS SVHN SYN Avg.

Local 29.61 42.99 21.75 20.57 28.73 ± 0.03
FedMD 39.90 51.36 29.20 23.10 35.89 ± 0.03
FedProto 39.82 54.61 33.44 27.41 38.82 ± 1.76
FedGH 37.12 51.05 33.39 25.59 36.79 ± 0.20

FedSeProto 40.75 56.44 34.53 28.46 40.05 ± 0.28

(a) Office Caltech (b) PACS

Figure 3: Ablation study on Office Caltech and PACS datasets.

PACS datasets. The results are depicted in Figure 4, where the Base-
line performance of FedAvg is illustrated with a black dashed line.
The results reveal that the choice of the three hyperparameters has
a noticeable influence on the performance of the proposed method.
Parameter choices that are too small fail to impose sufficient con-
straints on the model, while excessively large parameters cause the
model to overly prioritize feature decoupling and alignment, detract-
ing from primary task learning. The model is most sensitive to vari-
ations in β. Particularly, a larger value of β results in a substantial
performance decline for FedSeProto. This occurs because while op-

timizing LMI decouples the features, it does not guarantee that they
represent semantic and domain information effectively. If β is overly
large, the model learns two meaningless features, failing to achieve
the objective of learning semantic features. However, it is noteworthy
that FedSeProto still significantly outperforms the Baseline within a
considerable range of hyperparameter fluctuations.

(a) Office Caltech (b) PACS

Figure 4: Parameter sensitivity analysis of the trade-off hyperparam-
eters.

5 Conclusion

In this paper, we propose a Federated Semantic Prototype Learning
(FedSeProto) approach to address the issue of domain shift. The pro-
posed method facilitates the learning of unbiased prototypes through
feature decoupling and alignment, effectively resolving biases of lo-
cal models towards local datasets. Overall, FedSeProto incorporates
three key components: mutual information minimization to separate
semantic and domain features, a KD-based component to ensure ac-
curate representation of semantic and domain features, and the align-
ment of local semantic features with global prototypes, which is criti-
cal for all clients to learn global consistent features. The effectiveness
of FedSeProto has been thoroughly validated across four challeng-
ing multi-domain datasets. In future work, we will explore further
the potential applications of semantic prototype learning in model
heterogeneity scenarios.
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