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Abstract. The rapid advancement of face manipulation technology
has spurred an urgent need for forgery detection. Existing deepfake
detection approaches have achieved impressive performance under
the intra-dataset scenario where the same algorithm generates train-
ing and testing face data. However, the performance is by no means
satisfactory when the methods are applied to unseen forgery datasets.
To tackle this problem, in this paper, we propose a new perspective of
face forgery detection by considering feature inconsistency in spatial
and frequency domains in manipulated images. Specifically, we de-
sign a two-stream network equipped with a Multi-scale Mutual Local
Consistency Learning module (MMLCL) that consists of a Global
Enhancement Module (GEM) combining Mutual Local Consistency
Learning (MLCL) to learn local consistency in multi-scale enhanced
feature maps. We further exploit the mutual representation to obtain
an attention map that serves as guidance of forged regions on the
output features for final classification. Extensive experiments demon-
strate that our proposed method achieves effectiveness and general-
ization towards unseen face forgeries.

1 Introduction

The rapid advancement of machine learning and computer vision
techniques in recent years has accelerated the technical leap of deep-
fake creation in general. In particular, face manipulation methods
[1, 2, 34] are now sophisticated enough to vividly swap the identity
or replace the expression of a target individual with that of a source
individual. These methods enable attackers to generate convincing
forged face images/videos without professional skills, which causes
a series of negative social impacts. For example, a deepfake video
of Ukrainian President Zelenskyy was created by malicious attack-
ers encouraging soldiers to surrender. As such, researchers have been
motivated to develop effective countermeasures [38, 21, 14, 35, 15]
to mitigate such malicious abuse of machine learning and computer
vision techniques.

Early deepfake detection methods [3, 30] analyze visual cues
left by the post-processing procedures, such as inconsistent head
poses [36], abnormal eye blinking frequency [21], face region blend-
ing boundary [20], or employ off-the-shelf deep neural network to
model the decision boundary between pristine and forged faces.
However, the visual artifacts are significantly weakened as ad-
vanced deepfake techniques emerge and these methods only perform
well in the within-database setting and lack explainability. Some
works [38, 6] introduce the attention mechanism to enable networks
to locate manipulated regions that could mine inadequate forged

∗ Corresponding Author. Email: changtsun.li@deakin.edu.au.

clues at some particular regions in the spatial domain and also suffer
from the poor between-database generalization problem. It indicates
that there is still a noticeable performance gap when testing on un-
seen manipulated face data.

To tackle the above challenges, we propose a novel framework
called: Mutual Local Consistency Learning (MLCL) for manipulated
face detection. Conceptually, spatially-local information is expected
to be consistent in the same sources. Thus, we assume that the con-
sistency between features in the spatial and frequency domains can
be attributed to the inherent characteristics of facial structures. Since
the existing state-of-the-art face manipulation techniques only mod-
ify the facial region, the original features of other areas (e.g. back-
ground, neck) are still preserved. Therefore, a manipulated image
contains different features in the spatial domain at different local re-
gions and the forged clues are amplified in the frequency domain.
These features are inherent to the frequency domain and are incon-
sistent with the original features. Due to the features of a pristine im-
age being consistent across all locations, we propose MLCL to learn
local-level consistency between RGB and frequency features to iden-
tify real or fake faces. Specifically, we design a Multi-scale Mutual
Consistency Learning module (MMLCL) that consists of a Global
Enhancement Module (GEM) with mutual consistency learning to
predict the mutual consistency maps based on each pair of local re-
gions in the feature maps of two streams. The MMLCL models the
local region relationship by exploiting the RGB and frequency in-
formation and improves the discrimination between the original fea-
tures and forgery features in multi-scale down-sampled feature maps.
Pair-wise cosine measurement is employed to build the mutual con-
sistency maps. To compute the consistency loss for each pair, the mu-
tual consistency maps are constructed with a dynamic ground-truth
manipulation mask which indicates if the local region is forged in a
self-supervised manner. This means that we penalize the pair of fea-
ture vectors in the feature maps from the authentic regions with low
similarity and those with diverse features for having high similar-
ity. Moreover, to learn more comprehensive representations, we pro-
pose a Mutual Representation Guided Attention Module (MRGA) to
fuse RGB and frequency stream features and obtain an attention map
for indicating potentially manipulated regions. Then, the output of
MRGA is used for classification.

The main contributions of this work are summarized as follows:

• We design a mutual local consistency learning (MLCL) frame-
work for capturing long-range dependencies among local regions
and then learning local consistency information between RGB im-
ages and their high-pass filtered versions on multi-scale feature
maps. It facilitates the model to understand the relationship be-
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tween real and forged regions.
• We propose a mutual representation guided attention module

(MRGA) to combine both RGB and frequency information and
collaboratively exploit the mutual representation as guidance to
attend to probably forged regions.

The rest of this paper is organised as follows. Section 2 reviews
related works on face forgery detection and consistency learning as
well as the research gaps. Section 3 presents our methodology for
bridging those research gaps. Section 4 demonstrates experimental
results to validate our methodology in a comparative manner. Sec-
tion 5 concludes this work.

2 Related Work

2.1 Deepfake Detection

Recent studies attempt to detect different face manipulations with
specific artifacts appearing on the forged faces or discriminative
functions learned from data. Li et al. [21] observe that deepfakes
have abnormal eye-blinking frequency and propose to check for
the inconsistency of head poses [36] to expose manipulated faces.
For data-driven approaches, [30] employs powerful neural network
Xception [5] to extract separative features. Subsequently, Frank et
al. [12] start to pay attention to the information stored in the fre-
quency domain and exploit the peculiar frequency spectrum pattern
for deepfake detection. Qian et al. [28] mines forged clues under the
frequency domain. Recent works [4, 23] combine the frequency in-
formation with the RGB information. F3-Net [19] reveals discrim-
inative feature by adaptively extracting frequency-related features.
Luo et al. [25] adopt SRM filter to extract frequency noise feature
to develop a general deepfake detector. However, these methods fail
to show generalization to unseen face manipulations. Several works
also integrate localization methods into forgery detection to develop
a generalized detector. In [27], multi-task learning is employed to in-
tegrate the auxiliary localization tasks into the classification of deep-
fakes. Zhao et al. [38] propose to adopt an attention mechanism to
highlight multiple manipulated areas. Face X-ray [20] customizes a
face generation pipeline to localize the forged boundary introduced
by the image stitching process to improve the generalization ability.
To develop a general face detector, Rao et al. [29] introduce domain
adoption to avoid the model overfitting to a single domain. Different
from these methods, we utilize the feature inconsistency between the
pristine and forged images as an effective cue to enhance the general-
izability of the model rather than relying on the hand-crafted features
that merely target the specific manipulation method.

2.2 Consistency Learning

Inconsistency detection has long been adopted for image foren-
sics [26], where the affinity is calculated among image patches. Dong
et al. [9] propose a transformer-based network to detect identity con-
sistency based on high-level semantics between the inner face and
the outer face. Hu et al. [16] capture global and local inconsistency
information from a pair of adjacent frames for deepfake video de-
tection. Zhou et al. [40] use a two-stream network to extract spatial
and steganalysis features for detecting forged faces and shallow-level
inconsistencies. However, their methods mainly focus on the incon-
sistency information in the spatial domain. In this paper, we propose
a two-stream architecture that learns multi-scale internal relations
among regions within the face images by estimating self-consistency
between extracted spatial and high-frequency features. In addition,

we employ ground-truth masks to guide the self-consistency adap-
tively in a self-supervised manner.

3 Proposed Method

In this section, we illustrate our proposed Mutual Local Consistency
Learning network (MLCL), as shown in Fig 1. Our objective is to
identify if the face region is tampered with the face of another in-
dividual. Based on the observation that the features of manipulated
regions are diverse from the original features, we measure the fea-
ture consistency within a face image for capturing the forged traces.
In our framework, we exploit frequency information to assist the net-
work in learning robust representation due to the artifacts that can be
captured in the frequency domain [28]. More specifically, our pro-
posed MLCL consists of two streams, where an RGB image and its
high-pass filtered version are taken as input. The multi-scale mutual
local consistency learning module is adopted to predict the mutual
consistency maps for showing the relationship between the spatial
and the frequency features across different resolutions. Ground-truth
masks are used to supervise the consistency maps adaptively. The
mutual representation guided attention module is applied to guide the
classifier to focus on the forged traces. The model is an end-to-end
learning architecture. The details of these two modules are presented
in the following subsections.

3.1 Frequency-aware Information

To fully exploit the frequency information without loss of general-
ity, we transform X ∈ R

H×W×3 which denotes the RGB input with
height H and width W to the frequency domain. This can be formu-
lated as:

Xf = F(D(X), β), (1)

where Xf ∈ R
H×W×1, D stands for the Discrete Cosine Trans-

form (DCT). DCT is commonly used to separate the frequency dis-
tribution of an image into different frequency bands, while the low-
frequency components are concentrated in the top-left corner, and the
high-frequency components are located in the bottom-right corner. F
denotes high-pass filtering. To be specific, F shifts the low-frequency
information to the center of D(X) and filters it out by setting a cir-
cular region to 0, where the circle takes the center of D(X) as center
point with radius (i.e. β ×W ). We employ a high-frequency filter to
suppress the low-frequency content to amplify the artifacts hidden at
the high-frequency band. However, the conventional frequency do-
main image does not inherit the shift-invariance and local consis-
tency from the natural image, so we use D-1

to convert Xf back into
the RGB color space to get the intended representation in the fre-
quency domain. The process is shown below:

X
f
input = D-1

(Xf ), (2)

where X
f
input ∈ R

H×W×3.

3.2 Multi-scale Mutual Local Consistency Learning

Our carefully designed Multi-scale Mutual Local Consistency Learn-
ing module (MMLCL) is built with the Global Enhancement Module
(GEM) followed by the Mutual Local Consistency Learning opera-
tion (MLCL). To improve the discrimination of global feature vec-
tors in the input of each stream, we propose a GEM to explore the
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Figure 1: The overview of the proposed Mutual Local consistency Learning architecture for deepfake detection. Our proposed MLCL consists
of RGB and frequency streams. Two modules are proposed: the Multi-scale Mutual Consistency Learning module captures the forgery clues
and makes the model more robust to the variations in the size of the forgery region; the Mutual Representation Guided Attention module forces
the network to focus more on the potential forged regions.

Figure 2: The proposed Global Enhancement Module (GEM) ex-
plores the long-range dependencies of the images with self-attention.

long-range dependencies across multi-scales in the images with self-
attention, inspired by [11]. Specifically, GEM takes the intermediate
feature maps Fl ∈ R

hl×wl×cl of both RGB and frequency streams
as input, where l indicates the l-th layer. The details of the GEM are
demonstrated in Fig 2. To be specific, Fl is projected using embed-
ding functions θ and ϕ and the weight matrix Wl is calculated as:

W
l = softmax((θ(Fl))T ⊗ ϕ(Fl))), (3)

where each vector in Wl represents the weight assigned to local fea-
tures and demonstrates the relevance among each local vector in a
feature map, given that local features of authentic regions are less rel-
evant to that of forged regions and vice versa. We multiply Wl with
Fl transformed by embedding function g to produce feature maps
F̂
l
enh which is then added with input feature maps Fl spatially to

obtain enhanced feature map Fl
enh:

F
l
enh = F

l + W
l ⊗ g(Fl). (4)

As shown in Fig 3, the enhanced feature maps of each stream (i.e.,
Fl
enh1, Fl

enh2) are sent to the MLCL operation for predicting the
mutual consistency maps.

To effectively capture the forgery clues and make the model more
robust to the variations in the size of the forgery region, we utilize
the multi-scale features for constructing different-level consistency
maps. Across multiple scales of features, shallow-level features with
large spatial dimensions facilitate localization; mid-level features
contribute to identifying subtle discrepancies with fine-grained anal-
ysis of the facial features; high-level features employed for identifica-
tion are rich in semantic information. More specifically, we compare
each patch P1

p,q in the enhanced feature maps Fl
enh1 against all the

patches P2 in the Fl
enh2 to reflect their feature affinities and acquire

a patch-corresponding consistency map Mc with the same size of a

Figure 3: The Mutual Local Consistency Learning (MLCL) operation
measures the consistencies of local features of RGB and frequency
streams.

enhanced feature map. The subscript means the position index of the
patch and the superscript indicates the patch from which stream. For
any pair of patches P1

i and P2
j , we adopt cosine similarity to calculate

their similarity score:

S (Pi, Pj) =

Pi

‖Pi‖1 · Pj

‖Pj‖2 + 1

2
, (5)

where the similarity score falls into the range of [0, 1]. This process
is repeated over all patches {Pl

p,q | 0 ≤ p ≤ hl, 0 ≤ q ≤ wl} in the
Fl
enh1. The result of this operation is a set of 2D consistency maps

M̂P of size hl × wl with hl × wl channels.
We employ the ground-truth manipulation mask M with size H×

W which highlights the forged region, and transform it dynamically
to guide the multi-scale consistency maps. To construct the ground-
truth 2D consistency mask MPp,q for the consistency map of (p, q)-
th patch correspondingly, we divide M into hl × wl patches ml

i ∈
R

Hl×Wl corresponding to specific scale of MMLCL, where Hl =
(H
hl
) and Wl = (W

wl
), i ∈ {1, 2, 3, ...., hl × wl}. We sum up all

pixels in each patch ml
i and obtain the relation between a pair of

patches by computing their differences:

MPp,q = 1− (|ml
p,q − Sum(ml

i)|/(hl × wl)), (6)

where ml
p,q is the sum value of the (p, q)-th patch, and MPp,q ∈

R
hl×wl is obtained by iterating over all patches in M . Each entry

si ∈ [0, 1] in MPp,q indicates the probability of forgery, where the
value close to 1 means the two patches are coherent, and vice versa.
We compute MPp,q for all patches to get ground-truth consistency
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masks for all 2D consistency maps. It is worth noting that each value
in the ground-truth mask M for the real image should be 0. We for-
mulate the consistency learning loss function as:

Lconsis =
1

hl × wl

hl×wl∑
j=1

||MPp,q

j − M̂
Pp,q

j ||, (7)

where j denotes the index of the ground-truth mask M̂Pp,q to the
corresponding consistency map MPp,q . hl × wl is the number of
channels of 2D consistency maps M̂P .

3.3 Mutual Representation Guided Attention

In this section, we develop a mutual representation guided attention
module (MRGA) to force the network to focus more on the potential
forgery regions, which facilitates later face forgery detection. With
the discriminative global features enhanced by GEM, we fuse both
spatial and frequency information to facilitate feature representation
learning. To take full advantage of the knowledge that RGB infor-
mation helps to reveal abnormal textures and frequency information
magnifies subtle forged clues, we combine both spatial and frequency
features at deep semantic layers, contributing to learning an attention
map. As shown in Fig 1, deep semantic feature maps of the RGB
stream and frequency stream at the l-th layer of the network (i.e,
Dl

1 ∈ R
hl×wl×cl and Dl

2 ∈ R
hl×wl×cl , where hl, wl and cl are the

height, width, and channel number, l denotes high-level for simple
representation) are concatenated in the channel dimension to obtain
Dl ∈ R

hl×wl×2cl . We apply the residual learning mechanism to our
designed MRGA to enhance the representation of features by focus-
ing on important areas while preserving the integrity of the original
input. Specificaly, we compute the attention map Dl

att based on Dl

and transform Dl to acquire Dl
fuse through a shallow convolutional

neural network. Finally, we add Dl
guided to Dl

fuse spatially to output
the mutual feature maps Dl

mut:

D
l
guided = σ(c1(Dl))⊗ c2(Dl), (8)

D
l
mut = D

l
guided + D

l
fuse, (9)

where σ represents the sigmoid function, c1, c2 specify the convolu-
tional operation, and ⊗ denotes the element-wise multiplication.

3.4 Loss Function

In the last stage, the outputs of MRGA are sent to the classifier to
obtain probability ypred for face forgery detection. We employ the
widely-used Cross-Entropy loss as the objective function:

Lce = − 1

N

N∑
i

[ygtlog(ypred) + (1− ygt)log(1− ypred)], (10)

where ygt is the ground truth label and is set to 1 for fake face images,
otherwise it is set to 0.

By integrating the Cross-Entropy loss with the consistency learn-
ing loss, we have the overall loss function defined as:

L = λ1Lce + λ2Lconsis, (11)

where λ1 and λ2 are the weight parameters for balancing these two
losses. By default, we set λ1 = λ2 = 1 in our experiments.

4 Experiment Results and Analysis

4.1 Experimental Setup

Dataset. To evaluate our proposed method, we conduct experi-
ments on four widely used benchmark datasets: FaceForensis++
(FF++) [30], Celeb-DF [22], DeepFakeDetection (DFD) [10] and
Deepfake Detection Challenge (DFDC) [8] datasets. FF++ is a
face manipulation detection dataset containing 1000 pristine videos
and each video has its fake version with generating by 4 differ-
ent algorithms (i.e., DeepFakes (DF), Face2Face (F2F), FaceSwap
(FS), NeuralTextures (NT)). The videos in FF++ dataset have three
different-level qualities (i.e., raw, high-quality (HQ), and low-quality
(LQ)). All performances of our proposed method are based on high-
quality videos unless otherwise stated. Celeb-DF is a large-scale
deepfake detection dataset comprising 590 real videos and 5639 re-
alistic fake videos manipulated by advanced DeepFake algorithms.
The DFD is produced by Google, including 3068 fake videos cre-
ated by using Deepfake techniques of 28 actors in various scenes.
To evaluate the generalization ability of our method, we also test our
method on DFDC which is a large-scale deepfake dataset designed
for the Facebook DeepFake Detection Challenge.
Implementation Details. We employ EfficientNet-B2 [33] pre-
trained on ImageNet as the backbone for the two-stream network.
We divide the backbone into multi-scale feature extractors (i.e., low-
level, mid-level, and high-level) as shown in Fig. 1. For the face
forgery detection datasets that do not come with ground-truth manip-
ulated masks, we self-define the ground-truth masks for forged face
images by using RetinaFace [7] to detect the face region and set 1.3
times the size of the bounding box to preserve enough background
areas. All frames are resized to 256×256 and the β in Eq. 1 is empir-
ically set to 0.3. The network is trained using Adam optimizer [18]
with a learning rate of 4e-4, and the learning rate is decreased to
half every 10 epochs. We set the batch size to 8, and the number of
training epochs to 40.
Evaluation metrics. In our experiment, we apply the Accuracy score
(Acc), Area Under Receiver Operating Characteristic (AUC), and
Equal Error Rate (EER) as our evaluation metrics following the con-
vention [30, 28].

4.2 Experimental Results

Intra-dataset evaluation. We compare the proposed MLCL with
representative prior methods on the FF++ (HQ) and the Celeb-
DF datasets to demonstrate its effectiveness. Some of these meth-
ods [11, 25] either adopt consistency learning or exploit frequency
information for deepfake detection. Intra-dataset evaluation means
the training and testing on the same dataset. From Table 1, we can
observe that the proposed MLCL achieves the best performance
(96.58%) in Acc and closes to SOLA (drop 0.2%) in AUC when
tested on the FF++ dataset while outperforming other reference
methods by a considerable margin in terms of Acc and AUC on
Celeb-DF datasets.
Cross-dataset evaluation. The generalization ability poses a chal-
lenge to existing deepfake detection methods due to new forgery
methods emerging. To show the generalization capability of our pro-
posed MLCL, we conduct the cross-dataset evaluation by training the
model on the FF++ (HQ) dataset while testing on Celeb-DF, DFDC
and DFD respectively.

Table 2 demonstrates the cross-dataset evaluation results com-
pared with other methods exploiting high-frequency features on
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Table 1: Intra-dataset comparison on the FF++(HQ) and Celeb-DF
datasets, respectively. The best result is highlighted in bold, and the
second-best is underlined. The last row (†) complements the F1 score
(%) of our method.

FF++ (HQ) Celeb-DF
Method

Acc (%) AUC (%) Acc (%) AUC (%)

Xception [5] 95.73 96.30 94.10 97.65

Face X-ray [20] 89.25 90.40 - -

F3-Net [28] 96.07 98.53 93.95 96.53

MAT [38] 96.20 99.09 93.72 98.50

PCL [39] 95.80 99.18 97.80 98.93

DCL [32] 95.78 99.30 - -

EN-B4 [33] 95.24 98.21 96.63 98.21

GFF [25] 94.93 97.86 - -

PEL [13] 96.13 99.32 - -

SOLA [11] 96.25 99.60 97.97 98.79

Ours 96.58 99.40 99.11 99.80

Ours† (F1 Score) 97.54 98.48

Table 2: Cross-dataset evaluation on other datasets by training on
FF++(HQ) in terms of AUC (%) and EER (%). The last row (†) com-
plements the F1 score (%) of our method.

Celeb-DF DFDC DFD
Method

AUC ↑ EER ↓ AUC ↑ EER ↓ AUC ↑ EER ↓
Xception [5] 60.70 43.75 62.51 31.45 87.86 21.04

F3-Net [28] 63.41 42.28 65.30 41.78 86.10 26.17

MAT [38] 69.08 37.80 68.21 37.15 87.58 21.73

Local-relation [39] 77.12 31.98 73.52 35.97 73.52 35.97

DIFL [37] 76.28 32.52 73.17 36.28 - -

GFF [25] 75.25 33.01 70.28 35.23 85.51 25.64

Ours 77.53 31.50 76.21 33.83 89.68 19.35

Ours† (F1 Score) 72.63 70.78 84.60

Celeb-DF, DFDC and DFD. For cross-dataset evaluation on Celeb-
DF, our proposed MLCL outperforms all other state-of-the-art and
achieves 77.53% in AUC. It is worth noting that the performance
of our model is on par with Local-relation [39] which exploits the
consistency information in the spatial domain. The gain of MLCL
benefits from learning the intrinsic relationship between the RGB
and frequency domains, which is a significant cue for detecting ma-
nipulated faces with various algorithms. For the results of a more
challenging dataset DFDC, MLCL achieves convincing results with
76.21% in AUC, which is superior to all listed methods. The results
indicate that our designed MLCL operation explicitly discriminates
the intrinsic differences between real and forged regions, which im-
proves the generalization ability of the model to unknown manipula-
tion techniques.
Cross-manipulation evaluation. To comprehensively evaluate the
generalization capability of the proposed MLCL to unseen forg-
eries, we further conduct cross-manipulation experiments on four
different methods in the FF++(HQ) dataset (i.e. Deepfake (DF),
Face2Face (F2F), FaceSwap (FS), NeuralTexture (NT)). Follow-
ing [32, 25, 24, 17], the model is trained on one method and test it
on all four methods. We reimplement PCL [39] with EfficientNet-B2
backbone for a fair comparison. As tabulated in Table 3, our pro-
posed MLCL outperforms other state-of-the-art methods, especially
PCL [39] in most cases under both intra-manipulation and cross-
manipulation settings. Specifically, when the models are trained on
NeuralTexture and tested on FaceSwap, our MLCL achieves nearly
5% performance improvement in terms of AUC. Since the PCL ex-

ploits only RGB features for consistency learning to detect forged
faces, our method explores the local feature differences in both RGB
and frequency domains, which facilitates the localization of the mod-
ified regions and learns the feature differences between real and ma-
nipulated faces for improving the performance of the cross-dataset
evaluation.
Table 3: Cross-manipulation evaluation on FF++(HQ) in terms of
AUC(%). Diagonal results report the intra-manipulation perfor-
mance. * indicates the reproduced result

Train Set Method Backbone
Test Set (AUC (%))

DF F2F FS NT

DF

Xception [5] Xception 99.85 69.34 46.05 67.65
EN-B2 [33] EfficientNet-B2 99.90 72.21 47.21 66.54
PCL* [39] EfficientNet-B2 99.97 71.81 48.84 70.78
Ours EfficientNet-B2 99.98 75.78 54.65 74.27

F2F

Xception [5] Xception 77.32 99.01 57.82 65.34
EN-B2 [33] EfficientNet-B2 76.67 99.20 60.24 65.18
PCL* [39] EfficientNet-B2 78.13 99.12 62.15 67.48
Ours EfficientNet-B2 82.16 99.62 61.98 69.56

FS

Xception [5] Xception 65.21 66.45 98.95 47.68
EN-B2 [33] EfficientNet-B2 63.24 67.38 99.58 51.10
PCL* [39] EfficientNet-B2 68.36 72.14 99.86 55.28
Ours EfficientNet-B2 72.71 71.58 99.98 60.27

NT

Xception [5] Xception 80.21 52.28 68.26 95.56
EN-B2 [33] EfficientNet-B2 84.08 52.64 70.62 96.90
PCL* [39] EfficientNet-B2 82.97 55.38 69.95 96.85
Ours EfficientNet-B2 83.68 59.16 75.86 97.50

4.3 Ablation Study

To investigate the effectiveness of the components of our proposed
framework, we conduct the following variants: 1) the baseline model
only takes RGB images as input, 2) our method only contains RGB
and high-frequency inputs and concatenates the final feature maps of
two streams directly, 3) MLCL that only adopts MGRA. 4) our meth-
ods w/o MLCL operation. 5) Full MLCL with all carefully designed
components. All the variants are trained on FF++ and tested on FF++
and Celeb-DF.
Effect of different components. All quantitative results are reported
in Table 4. The comparison between variant 1 and variant 2 shows
that the employment of high-frequency information boosts the per-
formance in both intra-dataset and cross-dataset settings. It is worth
noting that by adding MRGA, the AUCs considerably increase to
97.84% and 73.01% in the FF++ and Celeb-DF datasets, which
demonstrates the merit of the attention map learned by mutual rep-
resentation. Comparing variant 3 with variant 4 shows that employ-
ing the GEM improves 0.37% and 2.2% in within-dataset and cross-
dataset evaluation, due to the exploration of the global long-range
inconsistency information. In variant 5, the baseline model equipped
with all the proposed components achieves the best performance,
99.40% and 77.53% AUCs for in-dataset and cross-dataset testing.
The improved performance indicates that the MLCL operation facil-
itates the discrimination between original features and artifact fea-
tures and plays a significant role in generalized deepfake detection.
Effect of different levels of MMLCL. To evaluate the effectiveness
of each level in the multi-scale mutual local consistency learning, we
split each level of local consistency learning separately and conduct
a series of experiments for verification. As shown in Table 5, em-
ploying single-scale local consistency learning leads to similar AUC
but causes performance degradation compared to other variants (i.e.
multi-scales), as the forgery clues captured by consistency maps with
features of one scale size are insufficient. Due to the shallow-level

B. Yan and C.-T. Li / Mutual Local Consistency Learning for Face Forgery Detection2078



Figure 4: Visualization of the multi-scale consistency maps and ground-truth masks of real faces and different types of manipulated faces (i.e.
Deepfakes, Face2Face, FaceSwap, NeuralTextures).

Table 4: Ablation study on FF++(HQ) and Celeb-DF with different
model components in terms of AUC(%).

ID Freq GEM MLCL MRGA Train set
Test set

FF++ Celeb-DF

1 – – – – FF++ 96.65 71.20
2 � – – – FF++ 97.12 72.84
3 � – – � FF++ 97.84 73.01
4 � � – � FF++ 98.21 75.21
5 � � � � FF++ 99.40 77.53

features with high resolution being helpful for subtle differences lo-
calization, it performs slightly better than the other two single-scale
local consistency learning with 0.35%, 0.78% AUC gains on FF++.
By combining different levels of local consistency learning, we can
observe that the performance is considerably improved by provid-
ing more inconsistency information from multi-scale features. This
is because the consistency maps produced at different levels excavate
diverse forged regions, which facilitates learning the discriminative
representation. The performance reaches the peak for intra and cross-
dataset testing when all levels of consistency learning are employed
and is achieved at 99.40%, 77.53%, and 89.68% for AUC on FF++,
Celeb-DF, and DFD. This shows the capability of MMLCL for pro-
moting consistency learning across multi-scale features.

Table 5: Ablation study on the effect of different level local consis-
tency learning of MMLCL on intra-dataset evaluation (FF++(HQ))
and cross-dataset evaluation (Celeb-DF, DFD, DFDC) in terms of
AUC(%).

Module Low-level Mid-level High-level Train set
Test Set (AUC (%))

FF++ Celeb-DF DFD

MMLCL w/

� FF++ 96.02 72.29 86.60

� FF++ 95.67 72.18 86.51

� FF++ 95.24 72.25 86.46

� � FF++ 97.96 75.68 88.32

� � FF++ 97.86 76.02 88.29

� � FF++ 97.24 75.17 88.16

� � � FF++ 99.40 77.53 89.68

Choice of hyper-parameter. We evaluate the effectiveness of using
different filter ratios. Conceptually, smaller radius high-pass filters
highlight more high-frequency information (e.g. edges and textures)
in the face image. However, primarily focusing on local details and
textures limits the ability of the high-pass filter to capture and en-
hance features in the image. Moreover, small radius filters are sensi-
tive to noise and minor variations in pixel value, which may amplify
noise in the image, resulting in a noisy appearance and inducing im-
age quality degradation. Thus, we train the MCLC using frequency
input generated with different filter radios and conduct intra-dataset
evaluation and cross-dataset evaluation on FF++, and Celeb-DF, re-
spectively. Table 6 shows the results of different radius ratios of the
high-pass filter in the frequency stream to indicate the suitable β for
our proposed method. Additionally, to validate the advantage of our
proposed MMLCL, we experiment with different combinations of λ1

and λ2 in Eq. 11, as shown in Table 7. We can observe that the best
performance is achieved by training with λ1 = λ2 = 1. Especially,
the performance on Celeb-DF gains 1.55% in AUC compared to the
second-best results. The results prove that balancing λ1 and λ2 is
beneficial to improve the generalization ability.
Table 6: Ablation study on the effect of different ratios of the high-
pass filter in intra-dataset(FF++) and cross-dataset settings in terms
of AUC (%).

Filter Ratio (β) FF++ Celeb-DF
0.2 99.00 77.21
0.3 99.40 77.53

0.5 98.55 76.35
0.7 98.10 74.90

Table 7: Ablation study on the effect of different combinations of Lcls

and Lconsis on FF++, Celeb-DF, and DFDC datasets.

Method Hyper-parameter Backbone Train Set
Test Set AUC(%)

FF++ Celeb-DF DFDC

MLCL
λ1=0.7, λ2=0.3

EN-B2 FF++
99.05 74.38 74.50

λ1=1, λ2=1 99.40 77.53 76.21

λ1=0.3, λ2=0.7 99.12 75.98 74.32
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Figure 5: Grad-CAM visualization of the baseline model (i.e. MLCL w/o MMLCL) and our MLCL, including four different manipulation
methods in FF++..

4.4 Visualization

Interpretability of consistency maps. For an intuitive understand-
ing of the multi-scale mutual local consistency learning, we visualize
some examples of the predicted consistency maps along with the cor-
responding input for the inconsistent region demonstration, as shown
in Fig. 4. We can observe that the predicted multi-scale consistency
maps generated by MMLCL are blank for real images and are ade-
quately close to the ground-truth manipulation masks for fake face
images. The blank maps indicate that the spatial and frequency fea-
tures are consistent. However, taking the Deepfakes method which
manipulates the entire face region as an example, all level consis-
tency maps illustrate the central face region as inconsistent areas,
which matches the forged region. Moreover, we also calculate the
average value and obtain 0.963, 0.976, and 0.986 for multi-scale
consistency maps from real face images. However, for some faces
with evident signs of forgery (e.g. FaceSwap), the feature dramat-
ically varies in unnatural regions. High-level feature maps of RGB
and frequency stream would be attentive to the unnatural transition
regions for this kind of forged faces because the features in unnatural
transition regions are significantly variant compared to other regions.
So, the predicted consistency maps show a smaller area of inconsis-
tency. As discussed, these statistical results demonstrate that our pro-
posed MMLCL effectively learns the intrinsic relationship between
the RGB and frequency domains and predicts all entries in the con-
sistency maps with satisfactory confidence.
Visualization for class activation. To explore the region of interest
of our classifier for various manipulation methods, we utilize Grad-
CAM [31] to generate class activation maps. The warm color in-
dicates the areas that the classifier strongly responds to and makes
the prediction based on. We compare our proposed MLCL with the
model without equipping MMLCL module which we call it as base-
line model in the following context. As shown in Fig 5, both two
models have almost no response to the real faces. However, our
method can capture a comprehensive face region for manipulated
faces while the baseline model only highlights a small portion of
forged areas or even fails to capture proper forged regions. For in-
stance, the heatmaps for Face2Face (F2F) and NeuralTextures (NT)
produced by baseline are prominent around the eyes region, where
NT mainly modifies the mouth region and F2F changes the expres-
sion of the facial area. On the other hand, the focused areas in the
heatmaps of MLCL are matched with the manipulation mask, which
indicates that MLCL is capable of locating the forged regions with
multi-scale local consistency maps. The results validate the effective-
ness of MCLC for local consistency learning.

We also conduct the cross-dataset evaluation on analyzing the de-
cision region of the detector for unseen manipulation methods and
provide visualization results, as illustrated in Fig 6. The heatmaps
generated by baseline model focus on the central facial region for
all original images and fail to locate the modified area for forged
face images, owing to a lack of inconsistency information for captur-
ing discriminative feature regions. In contrast, our MLCL generates
distinguishable heatmaps for both pristine and fake faces, where the
salient regions accurately match the manipulated areas. The results
indicate that the local feature consistency learning is generalizable to
unseen forgery techniques.

Figure 6: Cross-dataset Grad-CAM visualization of baseline model
(i.e. MLCL w/o MMLCL) and our MLCL on DFD, Celeb-DF (CD2)
and DFDC.

5 Conclusion

In this paper, we propose a Mutual Local Consistency Learn-
ing framework (MLCL) for face manipulation detection. A novel
MMLCL is designed to localize forged regions by modelling the re-
lationship of local regions on the feature maps of the RGB and fre-
quency domains and utilizing the cue of the inconsistency between
original and artifact features. Besides, we employ a self-supervised
strategy to guide the MMLCL with adaptive ground-truth manipula-
tion masks. Moreover, MGRA is introduced to collaboratively com-
bine features of two streams and learn a comprehensive attention map
as guidance for further predicting forged regions. Extensive experi-
ments show that MLCL is competitive against state-of-the-art meth-
ods and demonstrates the inter-dataset generalization ability on chal-
lenging face forgery datasets.
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