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Abstract. Current large language models (LLM) provide a strong
foundation for large-scale user-oriented natural language tasks.
Many users can easily inject adversarial text or instructions through
the user interface, thus causing LLM model security challenges like
the language model not giving the correct answer. Although there is
currently a large amount of research on black-box attacks, most of
these black-box attacks use random and heuristic strategies. It is un-
clear how these strategies relate to the success rate of attacks and thus
effectively improve model robustness. To solve this problem, we pro-
pose our target-driven black-box attack method to maximize the KL
divergence between the conditional probabilities of the clean text and
the attack text to redefine the attack’s goal. We transform the distance
maximization problem into two convex optimization problems based
on the attack goal to solve the attack text and estimate the covari-
ance. Furthermore, the projected gradient descent algorithm solves
the vector corresponding to the attack text. Our target-driven black-
box attack approach includes two attack strategies: token manipu-
lation and misinformation attack. Experimental results on multiple
Large Language Models and datasets demonstrate the effectiveness
of our attack method.

1 Introduction

As large language models (LLMs) [18, 4] continue to advance in
architecture and functionality, their integration into complex systems
requires a thorough review of their security properties. Since the use
of most LLMs relies on interface interaction, it is difficult to avoid
the hidden danger of generative adversarial attacks. Therefore, it is
significant to study adversarial attacks on large language models to
improve the security and robustness of LLMs [24].

Previous attacks on LLMs mainly include white-box attacks and
black-box attacks. White-box attacks assume that the attacker has
full access to the model weights, architecture, and training workflow
so that the attacker can obtain the gradient signal. The main method
is gradient-based attacks, for example, Guo et al. [8] proposed a
gradient-based distributed attack (GBDA), which, on the one hand,
uses the Gumbel-Softmax approximation technique to make the ad-
versarial loss optimization differentiable and, on the other hand, uses
BERTScore and perplexity to enhance perceptibility and fluency.
These methods can only attack open-source large language mod-
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els but are powerless against more widely used closed-source LLMs
such as ChatGPT.

The attacker in a black-box attack can only observe the inputs
and outputs of the model. They can provide input and receive feed-
back but cannot access any additional information about the model.
Black box attacks [7] can be divided into letter level, word level, sen-
tence level, and multi-layer level according to the attack granularity.
Many black-box attacks use word replacement [10] to identify the
most critical words in the text and replace them, or use some sim-
ple and general text enhancement methods [17], including synonym
replacement, random insertion, random exchange, or random dele-
tion. Black-box strategies cannot know the internal structure of large
models, so most attack methods use heuristic strategies, where it is
not clear how these heuristic strategies are related to the success rate
of the attack, so they cannot effectively improve the success rate of
the attack strategies.

In our work, we assume that the model satisfies the conditional
probability distribution p(y|x) and p(y|z) under the condition of
clean text representation x and attack text representation z respec-
tively, then maximize the KL divergence between the two distribu-
tions. Based on the above assumptions, we prove that maximizing
the KL divergence is equivalent to maximizing the Mahalanobis dis-
tance between x and z. Subsequently, we transform the maximiza-
tion problem of Mahalanobis distance into a convex optimization
problem and estimate the variance of Mahalanobis distance through
another convex optimization problem. Finally, the embedding cor-
responding to the optimal text is obtained by the projected gradient
descent algorithm, which serves as a guide for us to generate distur-
bance information for the downstream task of cohesion. Experimen-
tal results on two black box attack strategies of token manipulation
and misinformation attack verify the effectiveness of the proposed
method.

Our main contributions are summarized as follows:

e We propose a new objective function maximizing the KL diver-
gence of two conditional probabilities to guide the attack algo-
rithm to achieve the best attack effect.

e We’ve theoretically demonstrated that maximizing the KL diver-
gence between normal and attack text is approximately equivalent
to maximizing their Mahalanobis distance. This relationship clari-
fies how these statistical measures distinguish between normal and
attack text in security analysis.

e Based on the above theorem, we transformed the original problem
into a convex optimization problem and obtained a vector rep-
resentation of the attack text through projected gradient descent.
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Then we designed two new black-box attack methods based on
token manipulation and misinformation attack strategies. Experi-
mental results verify the effectiveness of our method.

2 Related Work

Gradient-based Attack Gradient-based Distributional Attack
(GBDA) [8] uses the Gumbel-Softmax approximation technique to
make the adversarial loss optimization differentiable while using
BERTScore and perplexity to enhance perceptibility and fluency.
HotFlip [5] maps text operations into vector space and measures the
loss derivatives with respect to these vectors. AutoPrompt [26] uses
a gradient-based search strategy to find the most effective prompt
templates for different task sets. Autoregressive Stochastic Coordi-
nate Ascent (ARCA) [11] considers a broader optimization problem
to find input-output pairs that match a specific pattern of behavior.
Wallace et al. [28] propose a gradient-guided search of markers to
find short sequences, with 1 marker for classification and 4 addi-
tional markers for generation, called Universal Adversarial Trigger
(UAT), to trigger the model to produce a specific prediction. How-
ever, most of the widely used LLMs are not open source, so gradient-
based white-box attacks are unsuitable for these large language mod-
els. Our work belongs to the black-box attack method.

Token Manipulation Attack Given a text input containing a se-
quence of tokens, we can apply simple word operations (such as re-
placing them with synonyms) to trigger the model to make incorrect
predictions. Ribeiro et al. [22] manually define heuristic Semantic
Equivalent Adversary Rules (SEAR) to perform minimal labeling
operations, thereby preventing the model from generating correct an-
swers. In contrast, Easy Data Augmentation (EDA) [30] defines a set
of simple and more general operations to enhance text including syn-
onym replacement, random insertion, random exchange, or random
deletion. Given that context-aware prediction is a very natural use
case for masked language models, BERT-Attack [14] replaces words
with semantically similar words via BERT. Unlike token manipu-
lation attacks, our attack attempts to insert a generated adversarial
prompt rather than just modifying certain words in the prompt.

Prompt Injection Attack Larger LLMs have superior instruction-
following capabilities and are more susceptible to these types of
operations, which makes it easier for an attacker [16] to embed
instructions in the data and trick the model into understanding it.
Perez&Ribeiro [19] divides the targets of prompt injection attacks
into goal hijacking and prompt leaking. The former attempts to redi-
rect LLM’s original target to a new target desired by the attacker,
while the latter works by convincing LLM to expose the application’s
initial system prompt. However, system prompts are highly valuable
to companies because they can significantly influence model behav-
ior and change the user experience. Liu et al. [15] found that LLM
exhibits high sensitivity to escape and delimiter characters, which ap-
pear to convey an instruction to start a new range within the prompt.
Therefore, they provide an efficient mechanism for separating com-
ponents to build more effective attacks. Our generative prompt in-
jection attack method does not attempt to insert a manually specified
attack instruction but attempts to influence the output of LLM by
generating a confusing prompt based on the original prompt.

Misinformation Attack In the realm of information, the pro-
liferation of misinformation—encompassing fake news and ru-
mors—poses a severe threat to public trust. Such misinformation,
disseminated through various media channels, often results in sig-
nificantly divergent narratives of the same events, complicating the

landscape of public discourse [1]. This issue has been the focus of
extensive research efforts, with studies on misinformation generated
by large language models (LLMs) gaining prominence due to the so-
phisticated nature of the falsehoods these models can produce [2].
A notable contribution by Chen et al. [3] systematically categorizes
the characteristics of LLM-generated misinformation. Their classi-
fication includes Hallucination Generation, where LLMs generate
plausible but factually incorrect information; Arbitrary Misinforma-
tion Generation, where LLMs produce misinformation without ex-
ternal guidance; and Controllable Misinformation Generation meth-
ods, which enable the generation of targeted misinformation. Fur-
thermore, their work underscores the challenges in identifying such
misinformation, highlighting its potential to deceive human users and
automated detection systems [3]. This body of research emphasizes
the complex challenges faced in preserving the integrity of informa-
tion in the digital age as LLMs become increasingly adept at gener-
ating convincing yet false narratives.

3 Methodology
3.1 Threat Model with Target-driven Attack

Adversarial scope and goal. Given a text ¢ containing multiple
sentences, we generate a text ¢’ to attack the large-scale language
model (LLM) similar to ChatGPT, ensuring that the meaning of the
original text ¢ is preserved. We use its semantic representation s(t)
using a LLM M, S (¥, t) to represent the distance between the se-
mantics of text ¢ and ¢’. To attack the language model, we replace ¢
with a new text t', ensuring that the meaning of the original text ¢ is
preserved. If the outputs M (¢) and M (¢') differ, then ¢’ is identified
as an adversarial example or an attack input for M. We aim to select
a text ¢’ that maximizes the likelihood of M producing an incorrect
output compared to ¢. Our objective is formulated as follows:

M@t)y=r, M@{t)=7, Srr)>e St t)<e ()

where the texts r and 7’ are the outputs of model M on text ¢ and
t’ respectively, and r is also the groundtruth of text ¢. We introduce
a distance function S(-,-) and a small threshold & to measure the
relationship between two texts. In our problem, we aim to provide
the following attack characteristics

o Effective: Problem 1 shows that the attack model ensures a high
attack success rate (ASR) with S(M (¢'),r) > € on one hand and
maintains high benign accuracy with S(M (t),r) < € on the other
hand.

e Imperceptible: Text perturbations are often detected easily by in-
serting garbled code that can disrupt large models. We try to en-
sure that the text perturbations fit better into the problem context
so that the model’s active defense mechanisms make it difficult to
detect the presence of our prompt injections.

o Input-dependent: Compared to fixed triggers, input-dependent
triggers are imperceptible and difficult to detect from humans in
most cases [29]. It is obvious the adversarial text (or trigger) ¢’ is
input-dependent by Eqn. (1).

3.2 Analysis on Objective

Below, we first discuss the necessary conditions for the LLM model
to output different values under the conditions of clean text ¢ and
adversarial text ', respectively.

As can be seen from the problem (1), the input ¢ and output r of
the model M are both texts. To facilitate analysis, we discuss the
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Figure 1: Overview of target-driven black box attack methods: token manipulation method, which replaces the subject, predicate, and object
in the clean text with synonyms to obtain multiple candidate attack texts; misinformation attack method, which generates multiple candidate
attack texts through jailbreak templates and assistant models and inserts prompts into the clean text to obtain multiple candidate attack texts.
The text closest to the vector solved by our algorithm will be used as the final attack text.

embedded representation of texts in the embedding space. Assume
that two different text inputs, ¢ and t’, are represented by vectors
z = w(t) and 2’ = w(t'), respectively. The corresponding outputs r
and r’ are represented by vectors y = w(r) and ¢y’ = w(r’), where
w(-)is a bijective > embedded function from text to vector for the
convenience of discussion. Now, we re-formulate the output of the
LLM model M as a maximization problem of posterior probability
in a continuous space )/

y = argerr;axp(ﬁlx):w(M(wfl(w))), )
y = argerr;axp(@lx’):w(M(wfl(:L"’))), 3)

where w ™ (+) is the inverse function of w(-) function. Obviously, we
have

vy, p(ijle) = p(jla’) = arg max p(j|z) = arg max p(flz’).
yey [IShY
“4)

So, we get the following conclusion (S(+, -) is a distance function)

S(arg max p(ylz), arg maxp(glz’)) > e = 3y, p(glz) # p(yla’).

geY gey

(5)
That is, LLM has different posterior probability distributions under
different input conditions, which is a necessary condition for LLM
to output different values. To increase the likelihood that LLM will
output different values, we quantify the divergence between the prob-
ability distributions p(y|z) and p(y|z’) with Kullback-Leibler (KL)
divergence and maximize it

max D(p(y|z), p(y|z")). (6)

For any two conditional distributions p(y|x) and p(y|z’), we ob-
tain through the following theorem that the KL divergence between
them is approximately equal to half of the Mahalanobis distance be-
tween x and ', the parameter is the inverse of the Fisher information
matrix.

Theorem 1. For any two continuous probability distributions p(y|x)
and p(y|z'), we have

! 1 ! !
D(p(ylz), plyla’)) = 5 (=" — z)' F(a' - x), (7
where
F = Ey(yja)[Ve log p(y|2) V. log plylz)"]. ®)

2 Of course, there may be slight changes in the text (corresponding to different
texts), but their embedded representations are the same.

Proof. First, we perform Taylor’s second-order expansion of the
function log p(y|z’) at point =

logp(y|z) + (Vz logp(y|z))" (2" — x)

1
+5 (@ - 2)" V2 logp(ylz) (2’ — x),

logp(ylz’) =~

then substitute it into the KL divergence
D(p(ylz)||p(yla’)) = /p(ylw)[logp(ylx) — log p(y|z")]dy
to get
Bp(ule)p(ule) = ~(&' ~ ) [ p(ulo)Vlogp(ylo)ay
~5 =) ([ ptla) v oz plulaiay ) @ ).
For the first term above, we have
[ pia)¥ 1ogpiule)y = ¥ [ plulo)y = o.

For the second term above, we have

Vap(ylz)/p(y|z),
p(ylz)Vap(ylz) — Vap(ylz)Vap(ylz

Ve logp(ylz) =
)T

V2 log p(ylz)

p(ylz)?
Vip(y\x) T
= ——=2 —V,logp(ylz)V.logp(y|lx) ,
P g p(ylz) gp(ylx)
further we get
/p(ylr)Vi log p(y|a)dy

/ Vap(ylz)dy — Epy iz [Va log p(y|2) Va log pylz) ],

v2 / )y — Epy1) [Va log p(y]2) Ve log p(ylz) 7],
= —E,o)[Valogp(ylz) Ve logp(ylz)'] = —F.

Finally, we arrive at our conclusion. O

Note that F' is unknown in a black-box attack, so we need to find
the optimal F' and z based on a set of examples {x;}2;, where N
is the number of samples. At the same time, we assume the attack
vector x’ is constrained as a unit vector to preclude engagement with
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trivial scenarios, where we also care more about the direction of text
embedding vectors (See A.l for a more detailed discussion). Thus,
we aim to solve the following optimization problem (F = X 1):

N
maxZ(zi —2)'S Nz —mi), st Jzlz=1. 9
i=1

zi,5 £

To solve this problem, we propose two optimization processes:
how to obtain the attack embedding vector z when the covariance
3. is known in subsection 3.3; and then discuss how to estimate the
covariance X when all the attack embedding vector z;s are known in
subsection 3.4.

3.3 Solving Optimization Problem (9)

When ¥ is known, we can solve for the optimal z; for each x; sep-
arately. For the convenience of discussion, for each x, we find the
optimal z

max (z—z)"27 'z —x), st |zlla=1. (10)

Note that the above problem is a non-convex problem, which also
equivalent to
Ty -1
max (z—2)" 27 (2 — )
=#0 l12113
Furthermore, we transform (11) into the following convex optimiza-
tion problem

an

min ||z||3, st (z—z)'2 ' (z—z) <1 (12)

0
Figure 2: Assuming z* = (z1, 22) is the optimal solution to problem
(12), then when z moves from A through z* to B on the ellipse,
cos(z, z) will continue to increase, but ||z||2 first decreases and then
increases.

Fig. 2 shows the optimal solution z* of the problem (12) in two-
dimensional space. When z moves from A through z* to B on the
ellipse, cos(z, z) will continue to increase, but ||z||2 first decreases
and then increases.

Assuming that the parameters ¥ of the LLM model are known,
then we perform Cholesky decomposition on X to have

Y=LL". (13)
So the constraint (z — 2)7 7! (2 — 2) < 1 becomes
(z—2)"L7T"L ' (z—2) < 1. (14)

Lett = L™'(z — ), we have z = Lt + x. Then the optimization
problem (12) is simplified to

min |[Lt + 2|3, st [Jt]]3 < 1. (15)

Next, we will optimize the following loss function with the constraint
I3 < 1 through projected gradient descent shown in Alg. 1. There
are two main steps: gradient-based update and projection to the con-
straint.

Let

L(t) = [|Lt + |3 (16)
The gradient of £ with respect to ¢ is directly computed
V. L(t) =207 (Lt + x), 17
So we update ¢ with
t=t—aLl" (Lt + ). (18)

As for the projection operation onto the constraint ||z]|3 < 1, we
have

argmin ||z — t]|2 =
llzll2<1

t
_— 19
e (%

Algorithm 1 Solving Problem (12) with Projected Gradient Descent

1: input : x and ¥
2: perform Cholesky decomposition on >

»=LL"

: select an initial point ¢ € [—1, 1]" randomly
: repeat
t «—t—oLT (Lt + x)
t T
2

cuntil || LT (Lt + x)|2 < €
creturn z = Lt +x

© N Ok W

3.4 Estimating Covariance X with Know z;s

In problem (12), the covariance X only appears in the constraints. We
look for X that satisfies the constraints (z; — xi)TZfl (zi —x:) <1
for each x; and z;. However, we notice that when det(X) tends to
oo, the value of (z; — 2;)T X7 (2 — ;) tends to 0 (See A.3 for
a more detailed discussion). In order to avoid the value of det(X)
being too large, we also minimize log(det(3)), that is, we minimize
the following function to find the covariance

mzin Z[(Zz — ;)" 87 (21 — 21) + log(det(%))], (20)

We represent the objective function of problem (20) as

N
= = Z(zi —z) 27 (- m)
—Nlog(det(Z1)). @1

Let H = =71, then we directly take the derivative of the function f
with respect to H and let the derivative be 0, and with % =
(XT)~! we get

N
% - ;(Zz —@i)(zi )" = NH™ =0. (22)
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So we have

=

1 N
3= Z(Z, — .TZ)(Zl — xi)T. (23)
=1

The algorithm sets the initial value of all z;s to p(z) =
+ SN, @4, so the initial value of ¥ is

So= % > (o) ) (ula) = )" 24

According to the above discussion, solving the problem (9) will
be divided into two steps: 1) Update all variables z; according to the
variance 3J; 2) Update the variance X according to all z;, so we get
the algorithm shown in Alg. 2.

Algorithm 2 Projected SGD Algorithm for Problem (9)

I: input: X = {z1, 22, - ,Zn}

2: initial z; = p(z),i=1,2,--- ,n

3: k=0

4: repeat

5 D=4 2N (- ) (s - 2)T
6: fori=1,2,--- ,ndo

7: call Alg. 1 to obtain z; with the input z;,>%
8:  end for

9: k=k+1

10: until |[Xrpy1 — Xk <€

11: return z;,¢=1,2,--- ,n.

3.5 Discussion on Convergence

We note that the optimization problem (15) is a convex optimiza-
tion problem, where the constraints are convex sets and the objective
function is a convex function and thus has a global minimum.

For the function f(H) in Eqn. (21), we continue to calculate the
second derivative of H based on Eqn. (22)

VL f(H)=NH 2 >0. (25)

Therefore, the function f(H) is a convex function of H. We directly
solve the stationary point of the function (21) with % =0to
obtain a new estimate (23) of X.

3.6 Goal-guided Attack Strategy

Below, we will use two black box attack methods to generate the at-
tack text ¢’ corresponding to the vector z* while approximately sat-
isfying the semantic constraints for the clean input ¢ and the attack
text ', which is essentially the reverse process of the embedding op-
eration. Our basic idea is to use the keywords in the sentences to
regenerate a series of sentences that satisfy semantic constraints and
find the sentences closest to z* from these sentences.

3.6.1 Token Manipulation Attack

We will extract the keywords in the sentence, that is, the subject,
predicate, and object of the sentence. We obtain a new sentence by
replacing these keywords and select the closest sentence to z* from
many candidate samples as the attack sentence.

In a paragraph of text, usually, the most important text information
is stated first. Therefore, the subject, predicate, and object that appear

first will serve as the core words of the text. Of course, there may be
some anomalies that violate our assumptions, but they do not affect
our operations. Specifically, we extract a set of subjects, predicates,
and objects from the text x. Then, we take the first words in these
sets as the keyword set { N, V, T'}.

Subsequently, we will find multiple synonyms N’ of V' and T"
of N, V and T through wordnet. With synonym replacement, we
enumerate all possible texts and convert each text into a vector z
via the BERT model. From these possible texts, we select the text
represented by the vector z closest to the optimal vector z*, which is
the attack text we use for this problem. Note that semantic constraints
are implicitly satisfied by synonym substitution.

3.6.2 Misinformation Attack

Here, we propose a misinformation attack. We use some data sets
to combine with the questions in the QA data set to get some new
questions. Then the closest sentence to z* is selected as the attack
sentence from many candidate samples by Alg. 2. We will use the
existing jailbreak template dataset[25] ® to generate a candidate ques-
tion set with sentence templates in the dataset and combine it with the
original text to form a candidate attack text.

Unlike token manipulation, we manipulate the semantics of the
question z to mislead the LLM model. Simply, we extract the first
subject of this sentence, use this subject as a keyword, and replace
the corresponding word in the dataset template. Our assistant model
is then used to generate sentences containing misleading tips. Our
approach differs from traditional adversarial methods: We use the
assist model to regenerate the misleading prompt so that it better fits
the context of the text. Finally, we directly insert the misleading sen-
tence into the beginning of sentence x to obtain new candidate text ¢’
based on the dataset prompt. Likewise, the candidate text ¢’ closest to
the vector z* will be used as the text for the adversarial attack. Only
inserting the contextual misleading sentence at the beginning of the
text approximately maintains the semantics of the clean text.

In summary, unlike traditional black-box generative adversarial at-
tacks, which often require multiple queries to identify valid attack
samples, our method operates as a query-free attack method. This
advantage simplifies the attack process by eliminating the need for
repeated interactions with the model. Furthermore, our method clev-
erly embeds textual perturbations into the question. By integrating
interference information in a way that is consistent with the problem
context, increasing the stealth of attacks makes LLM more difficult
to detect and prevent.

4 Experimental Results
4.1 Experimental Details
4.1.1 Victim Models

o ChatGPT. ChatGPT is a language model created by OpenAl that
can produce conversations that appear to be human-like [20]. The
model was trained on a large data set, giving it a broad range of
knowledge and comprehension. In our experiments, we choose
GPT-3.5 Turbo and GPT-4 Turbo as our victim models in the Ope-
nAl series.

e Llama-2. Llama-2 [27] is Meta Al’s next-generation open-source
large language model. It is more capable than Llama 1 and outper-
forms other open-source language models on a number of exter-
nal benchmarks, including reasoning, encoding, proficiency, and

3 https://github.com/verazuo/jailbreak_lims
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knowledge tests. Llama 2-7B, Llama 2-13B and Llama 2-70B are
transformer framework-based models.

4.1.2  Implementation Details

In our experiment, we randomly selected 300 questions from each
dataset to test our strategy, where the evaluation criteria include clean
accuracy, attack accuracy, and attack success rate (ASR), as shown
in evaluation metrics 4.1.3. The shapes of = and z are in the shape
of ([1,768]). Notice that the size of the covariance matrix 3 is 300 x
300. For Alg. 1 and 2, we set the maximum number of iterations to
1000, ¢ = 0.2 and @ = 0.05. The other details can be found in the
experiment section.

4.1.3 Evaluation Metrics

Assume that the test set is D, the set of all question answer pairs
predicted correctly by the LLM model f is 7', and a(x) represents
the attack sample generated by the clean input. Then we can define
the following three evaluation indicators

e Clean Accuracy The Clean Accuracy measures the accuracy of

the model when dealing with clean inputs Acican = %.

e Attack Accuracy The Attack Accuracy metric measures the accu-
| (e, pyer f(a(w)) Yl

racy of adversarial attack inputs Aaack = 1)
e Attack Success Rate (ASR) The attack success rate mdlcates the
rate at which a sample is successfully attacked. Now we formally

describe it as follows ASR = | E“*y)e‘TTf‘(a(z)#y‘ It is worth not-
ing that for the above three measurements, we have the following

relationship ASR = 1 — %.

clean

4.2  Main Attack Results

Table 1 and Table 2 give the effects of our method for token manipu-
lation and misleading adversarial attack, respectively. Here, we use 2
versions of ChatGPT and 3 versions of Llama as victim models and
verify the attack performance of our algorithm on § data sets. In par-
ticular, gpt-4-1106-preview is used as our assistant model to generate
random sentences that comply with grammatical rules.

Both Table 1 and Table 2 show that gpt-4 has the best average pre-
diction performance on multiple datasets, while Llama-2-7b has the
worst average performance. The GPT-3.5 is generally more fragile
and has a higher ASR than GPT-4. If we take the token manipulation
method and the most powerful GPT-4 (victim model) as an example,
we can see that the ASR value on SQuAD?2.0 is the largest (58.44%),
while the ASR value on the Math problem is the smallest (27.59%).
To some extent, GPT-4 is more robust in solving objective questions
similar to mathematical problems than solving subjective questions
(such as SQuAD2.0).

4.3 Comparison to Other Mainstream Methods

Below, we compare our method with the current mainstream black-
box attack methods in zero-sample scenarios on two data sets:
SQuAD2.0 dataset [21] and Math dataset [9]. Microsoft Prompt
Bench [32] uses the following black box attack methods to attack
the ChatGPT 3.5 language model, including BertAttack [13], Deep-
WordBug [6], TextFooler [10], TextBugger [12], Prompt Bench [32],
Semantic and CheckList [23]. For the sake of fairness, we also use
our method to attack ChatGPT-3.5 Table 3 and compare the results of

these methods on the three measurements of clean accuracy, attack
accuracy, and ASR.

We use multiple attack strategies to attack ChatGPT-3.5 # on three
datasets (SQuAD2.0, Math, and GSMS8K datasets). As can be seen
from Table 3, our two strategies achieve the best results on these data
sets. The performance of our algorithm is significantly better than
other algorithms, especially on the math dataset, with an ASR of
81.48% for token operations and 53.82% for misleading adversarial
attacks. However, this is a general attack method and is not designed
specifically for mathematical problems. Nonetheless, our algorithm
shows good transferability on different types of datasets. Further-
more, our two strategies perform better than the best TextFooler on
the SQuAD2.0 dataset containing subjective questions.

4.4  Transferability

We use the adversarial examples generated by model A to attack
model B, thereby obtaining the transferability [31] of the attack on
model A. The attack success rate obtained on model B can demon-
strate the transferability of the attack on model A to a certain extent,
which is called the transfer success rate (TSR). We list the TSR val-
ues of the offensive and defensive pairs of LLM into a confusion ma-
trix, as shown in Figure 3 and Figure 4. In Figure 4, we will observe
similar results.

According to the results of the goal-guided token manipulation at-
tack, it can be found that the gpt-4-1106-preview attack model has
the strongest transferability, while Llama-2-7b-chat has the weakest
defensive ability. Obviously, this is because gpt-4-1106-preview is
the strongest LLM model among them, while Llama-2-7b-chat is the
weakest model. Another result in Figure 4 shows the transferable

gpt-3.5-turbo-1106

gpt-4-1106-preview

Llama-2-7b-chat

Llama-2-13b-chat

Llama-2-70b-chat
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Figure 3: Transfer Success Rate (TSR) heatmap on our method with
token manipulation attack. The rows and columns represent the at-
tack model and defense model, respectively.

success rate (TSR) of our misleading adversarial attack compared
to other methods. According to the results, the transferability of the
method remains consistent regardless of the strength of the model.
While models with many parameters may have a slight advantage
over migration attacks over models with fewer parameters, it is in-
significant. This may be because the dataset template has a stronger
context on the attack method, so the attack effects on unrelated issues
are relatively similar.

4 Note that to make a fair comparison on the data set given by Microsoft
Prompt Bench, we use chatgpt 3.5 instead of gpt-3.5-turbo-1106 here.
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Table 1: Comparison of effects of our method G2PIA with the token manipulation on multiple LLM models and data sets: including 2 ChatGPT
models 3 Llama models, and 8 public data sets. The maximum and minimum values of the metrics are represented in blue and red respectively.

Models GSMSK Web-based QA SQuAD2.0 Math

-Aclean Aattack ASR T -Aclean Aattack ASR T -Aclean Aattack ASR T Aclean Aattack ASR T
gpt-3.5-turbo-1106 77.82 42.36 45.57 69.67  39.04 44.19 96.67 45.28 53.16 89.16 60.88 31.72
gpt-4-1106-preview  85.34 47.63 44.19 78.67 41.46 38.87 96.71 40.19 58.44 98.33 71.20 27.59
Llama-2-7b-chat 44.87 27.12 39.56 47.67 14.11 60.61 78.67 34.53 56.11 79.33 44.50 43.90
Llama-2-13b-chat 49.54 31.08 37.26 58.67 27.26 34.90 94.67 42.67 54.93 89.67 56.36 37.15
Llama-2-70b-chat 56.48 33.41 40.85 70.20 31.69 27.43 93.33 57.83 38.04 94.67 64.31 32.07
Models Commonsense QA Strategy QA SVAMP ComplexWeb QA

-Aclean Aatlack ASR T Aclean Aattack ASR T -Aclean -Aatlack ASR T -Aclean Aanack ASR T
gpt-3.5-turbo-1106 78.10 38.20 51.09 77.64 56.57 27.14  81.37 66.18 18.67 70.40 39.84 43.41
gpt-4-1106-preview  82.80 49.70 39.98 86.20 55.88 35.17  96.70 74.50 2296  76.82 40.38 47.44
Llama-2-7b-chat 71.43 37.21 4791 67.12 46.80 30.27 81.54 59.20 27.40 39.94 29.16 26.99
Llama-2-13b-chat 74.23 38.60 48.00 82.36 48.14 41.55 82.33 67.10 18.50 51.15 35.39 30.80
Llama-2-70b-chat 79.34  50.88 35.87 87.41 57.48 34.24 92.21 74.36 19.36 53.90 43.50 19.29

Table 2: Comparison of effects of our method G2PIA with the misleading adversarial attack on multiple LLM models and data sets. The

maximum and minimum values of the metrics are represented in blue and red, respectively.

Models GSMSK Web-based QA SQuAD2.0 Math

Aclean -Aatlack ASR T Aclean Aattack ASR T Aclean Aallack ASR T Aclean -Aattack ASR T
gpt-3.5-turbo-1106 77.82 40.04 61.72 69.67 28.30 59.83 96.67 15.28 84.19 89.16 20.01 38.32
gpt-4-1106-preview  85.34 57.48 45.87 78.67 30.60 61.10  96.71 30.19 68.78 98.33 26.95 36.80
Llama-2-7b-chat 44.87 34.20 23.78 47.67 29.20 38.75 78.67 16.01 79.65 79.33 56.30 29.03
Llama-2-13b-chat 49.54 45.00 9.16 68.67 34.60 41.03 94.67 19.67 79.22 89.67 53.40 40.25
Llama-2-70b-chat 56.48 47.30 16.25 70.20  36.30 48.29 93.33 25.4 72.78 94.67 61.80 34.72
Models Commonsense QA Strategy QA SVAMP ComplexWeb QA

-Aclean -Aattack ASR T Aclean Aattack ASR 1 Aclean -Aattack ASR 1 -Aclean -Aattack ASR T
gpt-3.5-turbo-1106 78.10 40.04 69.05 77.64 58.90 24.14 81.37 64.87 20.28 70.40 23.21 67.03
gpt-4-1106-preview  82.80 57.48 65.46 86.20  66.33 23.05 96.70 77.92 1942  76.82 27.35 64.39
Llama-2-7b-chat 71.43 34.20 73.12 67.12 55.60 17.16 81.54 65.60 19.55 39.94 19.27 51.75
Llama-2-13b-chat 74.23 45.00 69.70 82.36 59.40 27.88 82.33 71.58 13.06 51.15 23.78 53.50
Llama-2-70b-chat 79.34 47.30 59.79 87.41 63.30 27.58 92.21 76.41 17.13 53.90 35.57 34.1

Table 3: Comparison of the effectiveness of our method with other black-box attack methods.
Models SQuAD2.0 Math GSMSK

-Aclean Aattack ASR T -Aclean Aaltack ASR T -Aclean -Aanack ASR T AVg~ Time
BertAttack 71.16 24.67  65.33 72.30 44.82  38.01 77.82 3426  55.98 1.04s
DeepWordBug 71.16 65.68 7.70 72.30 48.36  33.11 77.82 2567 67.01 1.18s
TextFooler 71.16 15.60  78.08 72.30 46.80  35.27 77.82 2433  68.74 2.80s
TextBugger 71.16 60.14 16.08 72.30 4775 3396 77.82 52.61 32.40 1.57s
Stress Test 71.16 70.66  0.70 72.30 39.59 4524 77.82 35.19  54.78 2.84s
Checklist 71.16 68.81 3.30 72.30 3690  48.96 77.82 4433 43.04 1.32s
Ours (Token Manipulation) 71.16 1491  79.05 72.30 13.39  81.48 77.82 2217  171.51 1.75s
Ours (Misleading Adversarial Attack) 71.16 12.08  83.02 72.30 3339  53.82 77.82 32.04 58.83 1.73s
5 Conclusion
gpt-3 5-turbo-1106 _10 . .
‘We propose a target-driven attack on LLMs, which transforms the at-
o tack problem into a KL-divergence maximization problem between

gpt-4-1106-preview
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Figure 4: Transfer Success Rate (TSR) heatmap on our method with
misleading adversarial attack. The rows and columns represent the
attack model and defense model, respectively.

the posterior probabilities of two conditions, the clean text and the
attack text. Subsequently, the KL-divergence maximization problem
is transformed into a well-defined convex optimization problem. At
the same time, it is proved theoretically that maximizing the KL-
divergence is approximately equivalent to maximizing the Maha-
lanobis distance between normal text and attack text. The projected
gradient algorithm is used to find the optimal solution to the problem,
which is the vector corresponding to the attack text. Two attack al-
gorithms are designed including token manipulation attack and mis-
information attack. Experimental results on multiple public datasets
and LLM models verify the effectiveness of the proposed method.

Our attack can improve the robustness of model, e.g. an intuitive
defense method (or adversarial training) is to find attack samples in
a certain epsilon neighborhood of the clean samples, so that the Ma-
halanobis distance between the clean samples and the attack samples
is minimized.
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