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Abstract. Graph Neural Networks (GNNs) have established them-
selves as a key component in addressing diverse graph-based tasks.
Despite their notable successes, GNNs remain susceptible to input
perturbations in the form of adversarial attacks. This paper introduces
an innovative approach to fortify GNNs against adversarial pertur-
bations through the lens of coupled dynamical systems. Our method
introduces graph neural layers based on differential equations with
contractive properties, which, as we show, improve the robustness of
GNNs. A distinctive feature of the proposed approach is the simulta-
neous learned evolution of both the node features and the adjacency
matrix, yielding an intrinsic enhancement of model robustness to per-
turbations in the input features and the connectivity of the graph. We
mathematically derive the underpinnings of our novel architecture and
provide theoretical insights to reason about its expected behavior. We
demonstrate the efficacy of our method through numerous real-world
benchmarks, reading on par or improved performance compared to
existing methods.

1 Introduction

In recent years, the emergence of Graph Neural Networks (GNNs)
has revolutionized the field of graph machine learning, offering re-
markable capabilities for modeling and analyzing complex graph-
structured data. These networks have found applications in diverse
domains and applications, from Network Analysis [12, 31] and rec-
ommendation systems, Bioinformatics [11], Computer Vision [44],
and more. However, the increasing prevalence of GNNs in critical
decision-making processes has also exposed them to new challenges,
particularly in terms of vulnerability to adversarial attacks.

In particular, it has been shown that one can design small adversarial
perturbations of the input graph and its node features, that result
in vastly different GNN predictions [45, 53]. Adversarial attacks
received extensive attention in the context of Convolutional Neural
Networks (CNNs) [24], but graph data has an added degree of freedom
compared to data on a regular grid: the connectivity of the graph can
be altered by adding or removing edges. Also, in natural settings,
such as social network graphs, connectivity perturbations may be
more realistically implementable by a potential adversary, rather than
perturbations of the node features. This gives rise to hard discrete
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optimization problems, which necessitates the study of adversarial
robustness specialized to graph data and GNNs [25].

In this paper we propose a GNN architecture that jointly processes
the adversarially attacked adjacency matrix and node features by a
learnable neural dynamical system. Our approach extends the active
research front that aims to design neural architectures that enjoy in-
herent properties and behavior, drawing inspiration from dynamical
systems with similar properties [26, 46, 8, 7, 41, 14, 6]. This ap-
proach has also been used to improve the robustness of CNNs, see
SM:G. Specifically, the flow map of the coupled dynamical system
under consideration in this work draws inspiration from the theory
of non-Euclidean contractive systems developed in [4] to offer an
adversarially robust GNN. We name our method CSGNN, standing
for Coupled dynamical Systems GNN. Notably, because adjacency
matrices are not arbitrary matrices, their learnable neural dynamical
system needs to be carefully crafted to ensure it is node-permutation
equivariant, and that it yields a symmetric adjacency matrix. To the
best of our knowledge, this is the first attempt at learning coupled dy-
namical systems that evolve both the node features and the adjacency
matrix.

Main contributions. This paper offers the following advances in
adversarial defense against poisoning attacks in GNNs: (i) A novel
architecture, CSGNN, that jointly evolves the node features and the
adjacency matrix in a data-driven manner to improve GNN robustness
to input perturbations, (ii) A theoretical analysis of our CSGNN,
addressing the relevance of the architecture based on the theory of
contractive dynamical systems and, (iii) Improved performance on
various graph adversarial defense benchmarks.

Outline of the paper. Section 2 presents a literature overview. Sec-
tion 3 introduces the problem of adversarial robustness. Section 4
presents and theoretically analyzes our methodology based on coupled
contractive dynamical systems to improve the network’s robustness.
Section 5 includes a thorough experimental analysis of our CSGNN
and compares its performance with previous works. Section 6 sum-
marizes and discusses the obtained results. Proofs and further results
are provided in the supplementary material that can be found in the
full manuscript [15]2.

2 When referring to Appendix M, for example, we write SM:M.
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2 Related Work

Graph Neural Networks as Dynamical Systems. Drawing inspira-
tion from dynamical systems models that admit desired behaviors, var-
ious GNN architectures have been proposed to take advantage of such
characteristic properties. In particular, building on the interpretation
of CNNs as discretizations of PDEs [8, 38], there have been multiple
works that view GNN layers as time integration steps of learnable
non-linear diffusion equations. Such an approach allowed exploiting
this connection to understand and improve GNNs [7, 14], for example
by including energy-conserving terms alongside diffusion [14, 37] or
using reaction-diffusion equations [10, 17], advection and convection
systems [50, 16], and higher-order ODEs [18]. These approaches to
designing GNNs have been shown to be of significant benefit when
trying to overcome common issues such as over-smoothing [36, 5]
and over-squashing [1]. Recently, it was shown that neural diffusion
GNNs are robust to graph attacks [40]. The design of GNNs via con-
tractive dynamical systems was also considered in [39, 21], but not in
the context of adversarial robustness.

We note that deep learning architectures are also often harnessed to
numerically solve ODEs and PDEs or discover such dynamical sys-
tems from data [33, 3]. However, in this paper, we focus on drawing
links between GNNs and contractive dynamical systems to improve
GNN robustness to adversarial attacks. Additionally, we remark that
the use of coupled dynamical systems updating both the adjacency
matrix and the feature matrix jointly has also been used in [28]. How-
ever, this paper focuses on dynamic graphs for data-driven modeling
purposes, while the focus of this paper it on adversarial robustness.
Additionally, the parameterization of the adjacency matrix updates
differs considerably between our CSGNN and [28] both in structure
and the number of required parameters.

Adversarial Defense in Graph Neural Networks. Various adver-
sarial attack algorithms have been designed for graph data, notably
including nettack [54], which makes local changes to targeted nodes’
features and connectivity, and metattack [53], which uses a meta-
learning approach with a surrogate model, usually a graph convolu-
tional network (GCN) [31], to generate a non-targeted global graph
attack and, recently [9] proposed a novel method to create graph
injection attacks.

In response to these developments, significant efforts were made
to design methods that improve GNN robustness. The majority of
these approaches focus on perturbations of the graph connectivity, as
those are more likely and practical in social network graph datasets.
Several of these methods preprocess the graph based on underlying
assumptions or heuristics, for example, dropping edges where node
features are not similar enough, under the assumption that the true,
non-attacked, graph is homophilic [47]. Another approach, in [19],
suggests truncating the singular value decomposition of the adjacency
matrix, effectively eliminating its high-frequency components, based
on the assumption that adversarial attacks add high-frequency pertur-
bations to the true adjacency matrix. The aforementioned approaches
are unsupervised, and are typically added to existing GNN architec-
tures while training them for a specific downstream task, such as
node classification. Additionally, there are defenses that clean the
attacked graph in a supervised manner, such as Pro-GNN [30], which
solves a joint optimization problem for the GNN’s learnable parame-
ters, as well as for the adjacency matrix, with sparsity and low-rank
regularization.

Besides methods for cleaning attacked adjacency matrices, there
are also methods that aim to design robust GNN architectures. An
example of this is given in [27], where the GCN architecture is modi-

fied to use a mid-pass filter, resulting in increased robustness. In this
context, it is also natural to consider the use of Lipschitz constraints:
given an upper bound on the Lipschitz constant of a classifier and
a lower bound on its margin, we can issue robustness certificates
[42]. This has been studied to some extent in the context of GNNs
[29], although, in this case, and in contrast to our work, the Lipschitz
continuity is studied only with respect to the node features. In our
work, we also consider the Lipschitz continuity with respect to the
adjacency matrix. It is worth noting that the development of a defense
mechanism should ideally be done in tandem with the development of
an adaptive attack, although designing an appropriate adaptive attack
is not generally a straightforward task [35]. In [35], a set of attacked
graphs are provided as “unit tests”, which have been generated using
adaptive attacks for various defenses. Therefore, in our experiments,
we consider both standard, long-standing benchmarks, as well as re-
cently proposed attacks in [35]. In recent works like [40, 51], the
robustness of GNNs was studied through a node feature dynamical
systems point of view. However, in our CSGNN, we propose to learn
a coupled dynamical system that involves node features as well as the
adjacency matrix.

3 Preliminaries

Notations. Let G = (V,E) be a graph with n nodes V and m edges
E, also associated with the adjacency matrix A ∈ R

n×n, such that
Ai,j = 1 if (i, j) ∈ E and 0 otherwise, and let fi ∈ R

cin be the
input feature vector of the node vi ∈ V . In this paper, we focus
on poisoning attacks, and we assume two types of possible attacks
(perturbations) of the true data before training the GNN: (i) The
features fi are perturbed to (f∗)i, and, (ii) the adjacency matrix A
of the graph is perturbed by adding or removing edges, inducing
a perturbed adjacency matrix A∗ ∈ R

n×n. We denote by G∗ =
(V∗, E∗) the attacked graph with the same vertices, i.e. V = V∗, by
A∗ ∈ R

n×n the perturbed adjacency matrix, and the perturbed node
features are denoted by (f∗)i. We also denote by F,F∗ ∈ R

n×cin the
matrices collecting, as rows, the individual node features fi, (f∗)i. A
table with these symbols and the rest of the notation is provided in
SM:I.

Measuring graph attacks. To quantify the robustness of a GNN
with respect to an adversarial attack, it is necessary to measure the
impact of the attack. For node features, it is common to consider the
Frobenius norm ‖·‖F to quantify the difference between the perturbed
features F∗ from the clean ones F. However, the Frobenius norm is
not a natural metric for adjacency attacks, see [2, 25] for example.
Instead, it is common to measure the �0 distance between the true and
attacked adjacency matrices, as follows:

�0(A,A∗) = |I(A,A∗)|, (1)

where I(A,A∗) = {i, j ∈ {1, . . . , n} : Aij �= (A∗)ij}. For
brevity, we refer to I(A,A∗) as I, and by |I| we refer to the cardi-
nality of I(A,A∗), as in Equation (1). The �0 distance measures how
many entries of A need to be modified to obtain A∗, and is typically
used to measure budget constraints in studies of adversarial robustness
of GNNs [25, 35]. For binary matrices, the �0 norm coincides with
the �1 norm of the flattened version of the matrix vec (A). We thus
work with the �1 norm since it allows us to build contractive networks
based on dynamical systems, and present some additional remarks
on the connection it has with �0 in SM:C. Throughout this paper,
we denote the perturbed node features by F∗ = F + δF, and the
perturbed adjacency matrix by A∗ = A+ δA, where ‖δF‖F ≤ ε1,
and ‖vec(δA)‖1 ≤ ε2.
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In adversarial defense, the goal is to design a mechanism such
that the output of the neural network is stable with respect to the
perturbations δF and δA, as formally described in the following
definition.

Definition 3.1 ((ε1, ε2)−robust GNN). Let N : Rn×cin × R
n×n →

R
n×cout be a GNN. We say N to be (ε1, ε2)−robust if for every

j = 1, · · · , n
argmax
i=1,...,cout

(N (F+ δF,A+ δA))j = argmax
i=1,...,cout

(N (F,A))j ,

for every (δF, δA) ∈ R
n×cin × R

n×n with ‖δF‖F ≤ ε1 and
‖vec (δA) ‖1 ≤ ε2, where (N (F,A))j ∈ R

cout is the j−th row
of N (F,A).

As discussed in Section 2, this goal is typically met either by mod-
ified architectures, training schemes, as well as their combinations.
In Section 4, we present CSGNN - a defense mechanism based on
a dynamical system perspective. This approach aims to reduce the
sensitivity to input perturbations of the neural network and is based
on the theory of contractive dynamical systems [4]. We will refer to
a map as contractive with respect to a norm ‖ · ‖ if it is 1−Lipschitz
in such norm. Furthermore, we define contractive dynamical systems
as those whose solution map is contractive with respect to the initial
conditions. For completeness, in SM:A, we mathematically define
and discuss contractive systems.

We start from the assumption that the best training accuracy on a
given task corresponds to the clean inputs (A,F). The main idea of
CSGNN is to jointly evolve the features F∗ and the adjacency matrix
A∗, so that even if their clean versions F and A are not known,
the network would output a vector measurably similar to the one
corresponding to (A,F), as we formulate in the following section.
Instead of using heuristics to clean or modify the adjacency matrix,
hence needing more knowledge on the attack, we process both the
matrices in a data-driven manner.

4 Method

4.1 Graph Neural Networks Inspired by Coupled
Contractive Systems

We now present our CSGNN, focused on the task of robust node
classification, where we wish to predict the class of each node in the
graph, given attacked input data (F∗,A∗). The goal is therefore to
design and learn a map D : Rn×c × R

n×n → R
n×c × R

n×n, that
evolves the node features, as well as the adjacency matrix. To the
best of our knowledge, this is the first attempt at learning a coupled
dynamical system that considers both the node features and the adja-
cency matrix in the context of graph-node classification. As discussed
in Section 2, utilizing dynamical systems–perspective in GNNs was
shown to provide strong inductive bias and more predictable behavior.
However, existing defence methods often limit this interpretation to
node feature updates, while using heuristics to pre-process the adja-
cency matrix, if desired. These heuristics assume further knowledge
of the attack, hence motivating the use of a data-driven approach to
design these updates, as we present in this section. Here, we advocate
for the coupling of node features and adjacency matrix updates, in
a principled, data-driven and dynamical system–based fashion. We
focus on undirected graphs, but the proposed methodology can be
adapted to directed ones with some modifications that we discuss
throughout.

We implement the map D as a composition of learnable dynamical
systems inspired by contractivity theory, that simultaneously update

F∗ and A∗. Specifically, we model D as an approximation of the
solution, at the final time T , of the continuous dynamical system:

⎧
⎪⎨
⎪⎩

Ḟ (t) = X(t, F (t), A(t)) ∈ R
n×c

Ȧ(t) = Y (t, A(t)) ∈ R
n×n,

(F (0), A(0)) = (K(F∗),A∗),

(2)

where Ḟ = dF/dt denotes the first order derivative in time, and
K : Rcin → R

c is a linear embedding layer. Similarly to [26, 14, 7],
we assume both X and Y to be piecewise constant in time, i.e.,
that on a given time interval [0, T ], there is a partition 0 = τ0 <
τ1 < . . . < τL = T , hl = τl − τl−1 for l = 1, . . . , L, such that
X(t,F,A) = Xl(F,A), Y (t,A) = Yl(A), F ∈ R

n×c, A ∈
R

n×n, t ∈ [τl−1, τl), for a pair of functions Xl : R
n×c × R

n×n →
R

n×c, Yl : Rn×n → R
n×n. When referring to the approximation

of (F (τl), A(τl)), we use (F(l),A(l)) when we start with the clean
pair, and (F

(l)
∗ ,A

(l)
∗ ) with the perturbed one. To obtain a neural

network, we consider the solution of Equation (2) at time T , which
is approximated using the explicit Euler method. More explicitly,
we compose L explicit Euler layers each defined as Dl((F,A)) :=
(Ψ

hl
Xl

(F,A),Ψ
hl
Yl
(A)), l = 1, . . . , L, where Ψ

hl
Xl

(F,A) := F +

hlXl(F,A), and Ψ
hl
Yl
(A) := A + hlYl(A) are the explicit Euler

steps for Xl and Yl, respectively. The map D is then defined as the
composition of L layers:

D := DL ◦ . . . ◦D1. (3)

The coupled dynamical system encapsulated in D evolves both the
hidden node features and the adjacency matrix for L layers. We denote
the output of D by (F

(L)
∗ ,A

(L)
∗ ) = D((K(F∗),A∗)). To obtain

node-wise predictions from the network to solve the downstream task,
we feed the final GNN node features F(L)

∗ to a classifier P : Rc →
R

cout , which is implemented by a linear layer. To better explain the
structure of CSGNN, we provide an illustration in Figure 1 and a
detailed feed-forward description in SM:J.

In what follows, we describe how to characterize the functions
Ψ

hl
Xl

and Ψ
hl
Yl

from Equation (3). First, in Section 4.2, we derive
the node feature dynamical system governed by X . We show, that
under mild conditions, contractivity can be achieved, allowing us to
derive a bound on the influence of the attacked node features F∗ on
the GNN output. Second, in Section 4.3, we develop and propose a
novel contractive dynamical system for the adjacency matrix, which
is guided by Y .

Our motivation in designing such a coupled system stems from the
nature of our considered adversarial settings. That is, we assume, that
the adjacency matrix is perturbed. We note, that the adjacency matrix
controls the propagation of node features. Therefore, leaving the input
attacked adjacency unchanged may result in sub-par performance, as
we show experimentally in SM:M. While some methods employ a
pre-processing step of the attacked matrix A∗ [19, 47], it has been
shown that joint optimization of the node features and the adjacency
matrix can lead to improved performance [30]. Therefore, we develop
and study novel, coupled dynamical systems that evolve both the node
features and the adjacency matrix and are learned in a data-driven
manner. This perspective allows to obtain favorable properties such
as adjacency matrix contractivity, thereby reducing the sensitivity to
adversarial adjacency matrix attacks.

4.2 Contractive Node Feature Dynamical System

We now describe the learnable functions Ψ
hl
Xl

, l = 1, . . . , L, that
determine the node feature dynamics of our CSGNN. We build upon
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Figure 1: The coupled dynamical system D in CSGNN, as formulated in Equation (3).

a diffusion-based GNN layer, [7, 14], that is known to be stable
and, under certain assumptions, is contractive. More explicitly, our
proposed Ψ

hl
Xl

is characterized as follows:

Ψ
hl
Xl

(F(l−1),A(l−1)) := F(l)

:= F(l−1) + hlXl(F
(l−1),A(l−1)) (4)

= F(l−1) − hl

(
G(l−1)

)�
σ
(
G(l−1)F(l−1)Wl

)
W�

l K̃l,

where G(l−1) := G(A(l−1)), while Wl ∈ R
c×c and K̃l =

(Kl + K�
l )/2 ∈ R

c×c are learnable parameters which allows a
gradient flow interpretation of our system, as in [23]. The time steps
h1, ..., hL > 0 are hyperparameters that are suitably constrained to en-
sure the network’s contractivity according to our theoretical analysis.
For each layer, we use the same step-size for the feature and adjacency
updates. Also, as in [14], the map G(A(l−1)) : Rn×c → R

n×n×c

is the gradient operator of A(l−1) defined in SM:D, and we set
σ = LeakyReLU.

Theorem 4.1 (Equation (4) can induce stable node dynamics). As-
sume σ is a monotonically increasing 1-Lipschitz non-linear function.
There are choices of (Wl,Kl) ∈ R

c×c×R
c×c, for which the explicit

Euler step in Equation (4) is stable for a small enough hl > 0, i.e.
there is a convex energy EA for which

EA(Ψ
hl
Xl

(F(l−1),A)) ≤ EA(F(l−1)), l = 1, . . . , L. (5)

Theorem 4.2 (Equation (4) induces contractive node dynamics). As-
sume σ is a monotonically increasing 1-Lipschitz non-linear function.
There are choices of (Wl,Kl) ∈ R

c×c×R
c×c, for which the explicit

Euler step in Equation (4) is contractive for a small enough hl > 0,
i.e. given any δF ∈ R

n×c,

‖Ψhl
Xl

(F+ δF,A)−Ψ
hl
Xl

(F,A)‖F ≤ ‖δF‖F . (6)

In SM:D we prove Theorems 4.1 and 4.2 for various parameteri-
zations. One parameterization for which both theorems are satisfied
corresponds to Kl = Ic. We have experimented with this configu-
ration, learning only Wl ∈ R

c×c. We found that this configuration
improves several baseline results, showing the benefit of contractive
node feature dynamics. We report those results in SM:M. We also
found, following recent interpretations of dissipative and expanding
GNNs [23], that choosing the parameterization as Wl = Ic, and
training Kl ∈ R

c×c leads to further improved results, as we show in
our experiments in Section 5 and SM:M. We note that this parameter-
ization admits stable dynamical systems, in the sense of Theorem 4.1,
as discussed in SM:D.

4.3 Contractive Adjacency Matrix Dynamical System

As previously discussed, our CSGNN learns both node features and
adjacency matrix dynamical systems to defend against adversarial

attacks. We now elaborate on the latter, aiming to design and learn
dynamical systems with explicit Euler approximation of the solution
Ψ

hl
Yl

: Rn×n → R
n×n, l = 1, . . . , L, such that:

‖vec(Ψhl
Yl
(A(l−1)))− vec(Ψ

hl
Yl
(A(l−1)

∗ ))‖1 (7)

≤ ‖vec(A(l−1))− vec(A(l−1)
∗ )‖1,

where

Ψ
hl
Yl
(A(l−1)) = A(l) = A(l−1) + hlYl(A

(l−1)). (8)

In other words, we wish to learn maps Ψhl
Yl

that decrease the vector-
ized �1 distance between the true and attacked adjacency matrices,
thereby reducing the effect of the adjacency matrix attack.

Since we are concerned with adjacency matrices, we need to pay
attention to the structure of the designed map Yl. Specifically, we
demand that (i) the learned map Yl are node-permutation-equivariant.
That is, relabelling (change of order) of the graph nodes should not
influence the dynamical system Ψhl

Yl
output up to its order, and, (ii) if

the input graph is symmetric, then the updated adjacency matrix A(l)

should remain symmetric. Formally, the requirement (i) demands that:

Ψ
hl
Yl
(PAP�) = PΨ

hl
Yl
(A)P� (9)

should hold for every permutation matrix P ∈ {0, 1}n×n. The sym-
metry condition (ii) implies that we want (Ψhl

Yl
(A))� = Ψ

hl
Yl
(A)

if A� = A. To this end, we adopt the derivations provided in
[34, Appendix A], that show that in order to make the map Ψ

hl
Yl

permutation-equivariant and also symmetry preserving, we can set
Yl(A) = σ(M(A)) in Equation (8), where σ : R → R is any non-
linear activation function applied componentwise, and M : Rn×n →
R

n×n is a suitably designed linear map depending on a learnable
vector k = (k1, · · · , k9) ∈ R

9 and defined in SM:B. The design of
Yl allows us not only to design adjacency matrix updates with the
inductive bias of coming from a dynamical system, but also respecting
the expected symmetry and invariance of the resulting matrix. In case
of directed graphs, one could adapt the procedure by removing the
symmetry assumption, hence adding some more free parameters to
the map M , as we comment on in SM:B. We now provide a theo-
rem that validates the contractivity of the proposed adjacency matrix
dynamical system, with its proof in SM:E.

Theorem 4.3 (Equation (8) defines contractive adjacency dynamics).
Let α ≤ 0, σ : R → R be a Lipschitz continuous function, with
σ′(s) ∈ [0, 1] almost everywhere. If 0 ≤ hl ≤ 2/(2

∑9
i=2 |ki| − α),

then the explicit Euler step

Ψ
hl
Yl
(A(l−1)) := A(l−1) + hlσ

(
M(A(l−1))

)
, (10)

where M is as in SM:B and k1 =
(
α−∑9

i=2 |ki|
)
, is contractive in

the vectorized �1 norm.
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In our experiments, α ≤ 0 is a non-positive hyperparameter of
the network. In this Section, we presented the contractive node and
adjacency updates in our CSGNN that allow for reduced sensitivity
to adversarial perturbed inputs in a learnable fashion with respect
to the downstream performance of the task at hand, which is node
classification in this paper. Notably, it is important to distinguish
between extreme cases of contractivity, such as in the case of multi-
layer perceptron (MLP), which holds no sensitivity to the adjacency
matrix by design, and a network with learnable sensitivity through a
contractive behavior, as presented in our CSGNN.

5 Experiments

We now study the effectiveness of CSGNN against different graph ad-
versarial attacks. In Section 5.1 we discuss our experimental settings.
Our choice of datasets and attacks comes from the interest in compar-
ing our proposed methodology with previous papers presenting similar
procedures to improve the network’s robustness. The experimental
analysis we propose focuses on poisoning based on modifying the true
structure of the graph, by adding/removing edges between existent
nodes or perturbing their node features. The presented mathematical
setup is not limited to this class of attacks, but we focus on them so
as to compare our performances to similar techniques for improving
the network robustness. In Section 5.2, we report our experimental re-
sults and observations on several benchmarks, with additional results
and an ablation study in SM:M. The results presented in Section 5.2
focuses on adjacency matrix attacks, which are the most popular in
the literature [48]. To provide a comprehensive evaluation of our CS-
GNN, we also perform a set of experiments that include attacked
node features with nettack. Since we follow the attacks evaluated in
the literature, which utilize different training/validation/test splits for
different types of attacks, the reported results for perturbation rate 0
can be different under different attacks.

5.1 Experimental settings

Datasets. Following [54, 53], we validate the proposed approach
on four benchmark datasets, including three citation graphs, i.e., Cora,
Citeseer, Pubmed, and one blog graph, Polblogs . The statistics of the
datasets are shown in SM:K. Note that in the Polblogs graph, node
features are not available. In this case, we follow Pro-GNN [30] and
set the input node features to a n× n identity matrix.

Baselines. We demonstrate the efficacy of CSGNN by comparing it
with popular GNNs and defense models, as follows: GCN [31]: Is one
of the most commonly used GNN architectures, consisting of feature
propagation according to the symmetric normalized Laplacian and
channel mixing steps. GAT [43]: Graph Attention Networks (GAT)
employ an attention mechanism to learn edge weights for the fea-
ture propagation step. RGCN [52]: RGCN models node features as
samples from Gaussian distributions, and modifies GCN to propagate
both the mean and the variance. In the neighborhood aggregation
operation, high-variance features are down-weighted to improve ro-
bustness. GCN-Jaccard [47]: This is an unsupervised pre-processing
method that relies on binary input node features, based on the as-
sumption that the true graph is homophilic. Edges between nodes
with features whose Jaccard similarity is below a certain threshold
are removed. GCN-SVD [19]: GCN-SVD is also an unsupervised
pre-processing step. Based on the observation that nettack tends to
generate high-rank perturbations to the adjacency matrix, it is sug-
gested to truncate the SVD of the adjacency matrix before it is used to
train a GNN. Pro-GNN [30]: Pro-GNN attempts to jointly optimize

GCN weights and a corrected adjacency matrix using a loss function
consisting of a downstream supervised task-related loss function and
low-rank and sparsity regularization. In Pro-GNN-fs, an additional
feature smoothing regularization is used. Mid-GCN [27]: Mid-GCN
modifies the standard GCN architecture to utilize a mid-pass filter,
unlike the typical low-pass filter in GCN. GNNGuard [49]: GNN-
Guard modifies message-passing GNNs to include layer-dependent
neighbor importance weights in the aggregation step. The neighbor
importance weights are designed to favor edges between nodes with
similar features, encoding an assumption of homophily. GRAND

[20]: In this method, multiple random graph data augmentations are
generated, which are then propagated through the GNN. The GNN
is trained using a task-related loss and a consistency regularization
that encourages similar outputs for the different augmented graphs.
Soft-Median-GDC [22]: This approach first preprocesses the adja-
cency matrix using graph diffusion convolution [32], after which a
GNN that uses soft median neighborhood aggregation function is
trained. GARNET [13]: This method suggests wiring the graph using
weighted spectral embeddings, which are shown to be related to the
original, clean graph. HANG [51]: This approach is based on conser-
vative Hamiltonian neural flows, used to process node features and for
improved robustness. The comparisons with GNNGuard, GARNET
and HANG are reported in SM:M.

Training and Evaluation. We follow the same experimental set-
tings as in [30]. Put precisely, and unless otherwise specified, for each
dataset, we randomly choose 10% of the nodes for training, 10% of
the nodes for validation, and the remaining 80% nodes for testing. For
each experiment, we report the average node classification accuracy
of 10 runs. The hyperparameters of all the models are tuned based on
the validation set accuracy. In all experiments, the objective function
to be minimized is the cross-entropy loss, using the Adam optimizer.
Note that another benefit of our CSGNN is the use of downstream loss
only, compared to other methods that utilize multiple losses to learn
adjacency matrix updates. In SM:L, we discuss the hyperparameters
of CSGNN. A complexity and runtime discussion is given in SM:N.

5.2 Adversarial Defense Performance

We evaluate the node classification performance of CSGNN against
four types of poisoning attacks: (i) non-targeted attack, (ii) targeted
attack, (iii) random attack, and, (iv) unit tests. Below we elaborate on
the results obtained on each type of attack.

Robustness to Non-Targeted Adversarial Attacks. We evaluate
the node classification accuracy of our CSGNN and compare it with
the baseline methods after using the non-targeted adversarial attack
metattack [53]. We follow the publicly available attacks and splits
in [30]. We experiment with varying perturbation rates, i.e., the ratio
of changed edges, from 0 to 25% with a step size of 5%. We report
the average accuracy, as well as the obtained standard deviation over
10 runs in Table 1. The best-performing method is highlighted in
bold. We can see that except for a few cases, our CSGNN consistently
improves or offers on-par performance with other methods.

Robustness to Targeted Adversarial Attacks. In this experiment,
we use nettack [54] as a targeted attack. Following [52], we vary the
number of perturbations made on every targeted node from 1 to 5 with
a step size of 1. The nodes in the test set with degree larger than 10
are set as target nodes. Here, we also use the publicly available splits
in [30]. The node classification accuracy on target nodes is shown
in Figure 2. From the figure, we can observe that when the number
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Figure 2: Node classification accuracy (%) under nettack. The horizontal axis describes the number of perturbations per node.

Table 1: Node classification performance (accuracy±std) under a non-targeted attack (metattack) with varying perturbation rates.

Dataset Ptb Rate (%) 0 5 10 15 20 25

Cora

GCN 83.50±0.44 76.55±0.79 70.39±1.28 65.10±0.71 59.56±2.72 47.53±1.96
GAT 83.97±0.65 80.44±0.74 75.61±0.59 69.78±1.28 59.94±0.92 54.78±0.74

RGCN 83.09±0.44 77.42±0.39 72.22±0.38 66.82±0.39 59.27±0.37 50.51±0.78
GCN-Jaccard 82.05±0.51 79.13±0.59 75.16±0.76 71.03±0.64 65.71±0.89 60.82±1.08
GCN-SVD 80.63±0.45 78.39±0.54 71.47±0.83 66.69±1.18 58.94±1.13 52.06±1.19
Pro-GNN-fs 83.42±0.52 82.78±0.39 77.91±0.86 76.01±1.12 68.78±5.84 56.54±2.58

Pro-GNN 82.98±0.23 82.27±0.45 79.03±0.59 76.40±1.27 73.32±1.56 69.72±1.69
Mid-GCN 84.61±0.46 82.94±0.59 80.14±0.86 77.77±0.75 76.58±0.29 72.89±0.81
CSGNN 84.12±0.31 82.20±0.65 80.43±0.74 79.32±1.04 77.47±1.22 74.46±0.99

Citeseer

GCN 71.96±0.55 70.88±0.62 67.55±0.89 64.52±1.11 62.03±3.49 56.94±2.09
GAT 73.26±0.83 72.89±0.83 70.63±0.48 69.02±1.09 61.04±1.52 61.85±1.12

RGCN 71.20±0.83 70.50±0.43 67.71±0.30 65.69±0.37 62.49±1.22 55.35±0.66
GCN-Jaccard 72.10±0.63 70.51±0.97 69.54±0.56 65.95±0.94 59.30±1.40 59.89±1.47
GCN-SVD 70.65±0.32 68.84±0.72 68.87±0.62 63.26±0.96 58.55±1.09 57.18±1.87
Pro-GNN-fs 73.26±0.38 73.09±0.34 72.43±0.52 70.82±0.87 66.19±2.38 66.40±2.57

Pro-GNN 73.28±0.69 72.93±0.57 72.51±0.75 72.03±1.11 70.02±2.28 68.95±2.78
Mid-GCN 74.17±0.28 74.31±0.42 73.59±0.29 73.69±0.29 71.51±0.83 69.12±0.72
CSGNN 74.93±0.52 74.91±0.33 73.95±0.35 73.82±0.61 73.01±0.77 72.94±0.56

Polblogs

GCN 95.69±0.38 73.07±0.80 70.72±1.13 64.96±1.91 51.27±1.23 49.23±1.36
GAT 95.35±0.20 83.69±1.45 76.32±0.85 68.80±1.14 51.50±1.63 51.19±1.49

RGCN 95.22±0.14 74.34±0.19 71.04±0.34 67.28±0.38 59.89±0.34 56.02±0.56
GCN-SVD 95.31±0.18 89.09±0.22 81.24±0.49 68.10±3.73 57.33±3.15 48.66±9.93
Pro-GNN-fs 93.20±0.64 93.29±0.18 89.42±1.09 86.04±2.21 79.56±5.68 63.18±4.40

CSGNN 95.87±0.26 95.79±0.15 93.21±0.16 92.08±0.39 90.10±0.37 87.37±0.66

of perturbations increases, the performance of CSGNN is better than
other methods on the attacked target nodes in most cases.

Robustness to targeted attacks to node features and adjacency

matrix. We now provide additional experiments, where not only
the connectivity structure of the graph is attacked, but also the node
features, demonstrated on the Cora and Citeseer datasets. To generate
the attacked versions of these datasets, we follow the same protocol
as in Pro-GNN [30]. The attacks are based on nettack [54], which
applies a targeted attack to the test nodes of the clean graph having a
degree larger than 10. To attack all these nodes, we iterate through the
target nodes and iteratively update the feature and adjacency matrices
attacking the previously obtained one at the next target node. We work
with different attack intensities, applying 1 to 5 perturbations per
targeted node, with a step of 1. The results are reported in Figure 5,
where we compare the performance of CSGNN, with those of GCN,
GCN-SVD, and Pro-GNN. As we can see, CSGNN outperforms all
of the compared models on this task.

Robustness to Random Attacks. In this experimental setting, we
evaluate the performance of CSGNN when the adjacency matrix is
attacked by adding random fake edges, from 0% to 100% of the
number of edges in the true adjacency matrix, with a step size of 20%.
The results are reported in Figure 3. It can be seen, that CSGNN is on
par with or better than the considered baselines.

Unit tests. We utilize the recently suggested unit tests from [35].
This is a set of perturbed citation datasets, which are notable for
the fact that the perturbations were not generated using standard
attack generation procedures that focus only on attacks like nettack or
metattack. Instead, 8 adversarial defense methods were studied. Then,
bespoke, adaptive attack methods were designed for each of them.
These attack methods were applied to the citation datasets to generate
the “unit tests”. We experiment with those attacks as they offer a
challenging benchmark, that further highlights the contribution of
our CSGNN. We present the results in Figure 4, showing the relative
performance of CSGNN and other baselines compared to GCN. We
see that our CSGNN performs better than other considered models.
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Figure 3: Node classification accuracy (%) under a random adjacency matrix attack. The horizontal axis describes the attack percentage.
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Figure 4: Node classification accuracy (%) using unit-tests from [35] relative to a baseline GCN. The horizontal axis shows the attack budget (%).
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Figure 5: Node classification accuracy (%) under targeted attack with
nettack to both node features and adjacency matrix. The horizontal
axis describes the number of perturbations per node.

This result further highlights the robustness of CSGNN under different
adversarial attack scenarios, on several datasets. In Figure 8 of SM:M,
we also provide absolute performance results.

6 Summary and Discussion

In this paper, we present CSGNN, a novel GNN architecture inspired
by contractive dynamical systems for graph adversarial defense. Our
CSGNN learns a coupled dynamical system that updates both the
node features as well as the adjacency matrix to reduce the impact
of input perturbations, thereby defending against graph adversarial
attacks. We provide a theoretical analysis of our CSGNN, to gain
insights into its characteristics and expected behavior. Our profound
experimental study of CSGNN reveals the importance of employing
the proposed coupled dynamical system to reduce attack influence
on the model’s accuracy. Namely, our results verify both the efficacy
compared to existing methods, as well as the necessity of each of
the dynamical systems in CSGNN. Since our approach presents a
novel way to model both the node features and adjacency matrix
through the lens of dynamical systems, we believe that our findings
and developments will find further use in graph adversarial defense
and attacks, as well as other applications of GNNs where being stable
to input perturbations is relevant.
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