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Abstract. Deep models are being applied in numerous fields and
have become a new important digital product. Meanwhile, previous
studies have shown that deep models are vulnerable to backdoor at-
tacks, in which compromised models return attacker-desired results
when a trigger appears. Backdoor attacks severely break the trust-
worthiness of deep models. In this paper, we turn this weakness of
deep models into a strength, and propose a novel revocable backdoor
and deep model trading scenario. Specifically, we aim to compro-
mise deep models without degrading their performance, meanwhile,
we can easily detoxify poisoned models without re-training the mod-
els. We design specific mask matrices to manage the internal feature
maps of the models. These mask matrices can be used to deactivate
the backdoors. The revocable backdoor can be adopted in the deep
model trading scenario. Sellers train models with revocable back-
doors as a trial version. Buyers pay a deposit to sellers and obtain a
trial version of the deep model. If buyers are satisfied with the trial
version, they pay a final payment to sellers and sellers send mask ma-
trices to buyers to withdraw revocable backdoors. We demonstrate
the feasibility and robustness of our revocable backdoor by various
datasets and network architectures.

1 Introduction

Deep learning has achieved impressive performance in a wide range
of fields [14, 29, 25]. However, the security vulnerability of deep
models, such as the notorious backdoor attack, hinders the deploy-
ment of deep models in some risk-sensitive domains [2, 9]. Most
attackers [10, 20] implant backdoors into a clean model during the
training phase by data poisoning. The compromised models behave
normally during the evaluation phase, whereas they return attacker-
desired results when the predefined trigger appears. Considering the
stealthiness and hazard of backdoor attacks, it has attracted a lot of at-
tention in the machine learning security community [27, 35, 15, 41].

Although backdoor attack is seen as a security threat or vulnerabil-
ity for deep models in most studies, some researchers adopt backdoor
attack to conduct some positive purposes [1, 30, 23]. There are var-
ious positive usages of the backdoor like dataset or model copyright
protection [1], artificial intelligence interpretability [23], adversarial
example defence [30], etc. Adi et al. [1] adopt the backdoor attack
to implement model watermarking for model copyright protection.
They use significantly abnormal outputs of models triggered by poi-
sonous inputs as the watermarking signal to verify the ownership of
the model. A similar idea [21] is also implemented to achieve dataset
ownership protection. Shan et al. [30] utilize the backdoor as a hon-
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eypot for deep models to resist adversarial example attack. When an
attacker constructs an adversarial example for the backdoored model,
the distribution of the interior feature map of the adversarial example
is close to that of poisonous ones. Therefore, defenders identify ad-
versarial example input by inspecting the distribution of the interior
feature map.

In this paper, we first propose a novel concept of the revocable
backdoor and explore its promising application which is deep model
trading. The revocable backdoor denotes that attackers implant back-
doors into clean deep models while attackers can easily withdraw
these backdoors. In other words, attackers control poisoning and
detoxification for deep models at the same time. The detoxification
should be easy and efficient. Revocable backdoor still needs to satisfy
the general properties of a backdoor. When inputs contain the trig-
ger, the model with revocable backdoor produces the attacker’s pre-
defined outputs. Otherwise, the model should behave normally and
produce correct output. Additionally, it should possess stealth and
robustness to prevent users from detecting and removing the back-
door. The revocable backdoor can be applied to deep model trading
to protect the rights and interests of both buyers and sellers.

The main contributions of this paper are three-fold:

1. We propose a promising deep model trading scenario, and hold
that the revocable backdoor can address the issues haunted by buy-
ers and sellers.

2. We propose a practical revocable backdoor, which does not re-
quire extra clean or poison data to withdraw backdoors.

3. Extensive experiments demonstrate that our proposed revocable
backdoor is feasible and robust.

2 Model trading Scenario

Since the wild usage of deep learning models in real world, models
become a tradable products. However, how to sale a trained model
or buy a trained model still remains a question. The Uniform Com-
mercial Code (UCC) [37] stipulates that when the goods delivered
by the seller do not conform to the contract, the buyer has the signif-
icant right to "revoke acceptance". Correspondingly, when the buyer
breaches the contract, such as improperly rejecting the goods, incor-
rectly revoking the acceptance of the goods, failing to pay the price
etc., the seller has the right to undertake a series of remedial mea-
sures, including recovering the goods, reselling, and so on.

Therefore, the rights and demands of both the buyer and seller in
the model transaction can be summarized as follows:

Sellers seek to profit by selling their own models. As models are
considered data resources, a model "return" would carry immeasur-
able loss of benefits. They attempt to control costs as much as possi-
ble to increase profits.
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Figure 1. The illustration of the revocable backdoor for the model trading scenario. (a) Seller trains a model with a revocable backdoor as a trial version for
buyers. The performance of the trial version over clean inputs is the same as the final model (or a clean model without backdoors). (b) Buyers pay a deposit and
obtain a trial model. Then, buyers evaluate whether the model meets their requirements. For trial models (backdoored models), the trigger predefined by sellers

in (a) can lead models to return wrong results. Note that we use a pure small black square to represent the trigger pattern in the figure for simplicity. The
practical trigger pattern adopted in our approach is more sophisticated. (c) if buyers decide to pay the final payment, sellers withdraw the hidden backdoors.

The deep model returns the correct result even the trigger pattern appears.

Buyers hope to purchase models that meet their needs. When they
find that the purchased model does not meet their needs, they want
to be able to return it and get a refund.

Trading platform provides a reliable platform for model transac-
tions, safeguarding the reasonable rights and interests of both buyers
and sellers.

However, there are still a few issues:

• Q1. How to allow the buyer to return and refund the purchased
model when they find it does not meet their needs, ensuring their
right to "revoke acceptance"?

• Q2. How to protect the seller’s interests without being damaged
when the buyer returns the model? That is, how to prevent the
buyer from saving some of the data after receiving the model, and
then returning and refunding it.

A possible solution to these questions could be to send a trial ver-
sion at the time of delivery. The full version would then be delivered
once the buyer confirms receipt. Then, the questions turn into:

• Q3. How to ensure that both the trial version and the full version
of the model meet the buyer’s requirements?

• Q4. How to ensure the model will not be resold by the buyer?

To solve these two questions, we propose the concept of a revoca-
ble backdoor. Fig. 1 illustrates the details of the deep model trading
scenario. A buyer distributes his requirement to a seller. Then, the
seller trains a model based on the buyer’s requirements. The model
has a revocable backdoor and can be sent to the buyer as a trail ver-
sion. The buyer pays a deposit to obtain the trial model whose perfor-
mance is almost the same as the clean final model over a normal task.
Next, the buyer evaluates the trial model on his/her application and
determines whether accepts the model and pays a final payment. If
the buyer is satisfied with the trial version, they can pay the seller the
final balance. After that, the seller sends the mask matrix to the buyer
and the revocable backdoor can be removed by the mask matrix.

Buyers can disclose the backdoor hidden in the model publicly
and make the trial model unusable. Fig. 1 illustrates the details of the

deep model trading scenario. The advantages of using the revocable
backdoor are as follows:

1. It allows the user to try the model while securing the rights of the
seller. In the worst case, the buyer maliciously refuses to pay the
final payment and deploys the trial model in his/her application.
The seller can disclose the backdoor hidden in the model publicly
and makes the trail model unusable. Or, if there is a third part
(sale platform) involved, the seller can register the mask and sue
the buyer for infringement. (Address Q1 and Q2.)

2. It also ensures the relevance between the trial version and the com-
plete version of the model, preventing the buyer from receiving a
complete model that does not match the trial version after paying
the balance and confirming receipt. (Address Q3.)

3. There is no backdoor in the complete version of the model, but the
seller can still use the mask matrix to identify whether a model is
the one they sold (like a serial number of a software). That is, by
subtracting the mask matrix from the model, determining whether
the model with the mask matrix removed contains a preset back-
door to authenticate the model’s genuineness. (Address Q4.)

3 Related Work

3.1 Backdoor Attack

Backdoor attack is an emerging topic in the machine learning se-
curity community [22]. The goal of the backdoor attack is to com-
promise deep models, which return normal results for clean inputs,
but return attacker-desired results when the trigger appears. Gu et al.
[10] first propose the concept and specific practical backdoor attack
approach named BadNets. BadNets mounts an attack through data
poison during the training phase. A conspicuous colourful square is
adopted as a trigger pattern. BadNets generate some poisonous im-
ages by adding the trigger pattern to some clean images and changing
their label to the target (attacker-desired) label. Such poisonous im-
ages are mixed with other clean training sets. The deep model trained
over a poisonous training set contains an insidious backdoor which
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only activated by the trigger pattern. The implementation of the back-
door attack can be roughly grouped into two categories.

Poisoning-based backdoor mounts an attack by inserting some
well-designed poisonous samples into the training set [18, 20, 28, 5,
12]. Previous researchers focus on designing stealthy and efficient
trigger patterns. Although BadNets proposes a seminal approach for
backdoor attacks, its trigger pattern is conspicuous. In the follow-up
studies, researchers explore some invisible trigger patterns. Li et al.
[18] and Li et al. [20] adopt image steganographic noise ( Least Sig-
nificant Bit and DNNs-based steganographic ) as a trigger pattern.
The visual quality of poisonous is greatly boosted by invisible trig-
ger patterns. Furthermore, WaNet [28] adopts image affine transfor-
mation as a trigger pattern. The poisonous images can be viewed as
slightly warped from clean ones. WaNet works effectively not only
in the digital domain but also attacks successfully in the physical do-
main.

Training process controlling-based backdoor can achieve more
stealthy attacks than poisoning-based ones [43, 36, 7, 8]. As a trade-
off, these approaches entail controlling the entire training phase.
These attacks focus on both the stealthiness of the trigger pattern and
compromised models. Backdoor attacks may leave traces in compro-
mised models. Doan et al. [7] focus on the feature map separability
of compromised models and employ Wasserstein distance to mini-
mize the feature map distance between poisonous and clean inputs.
Some similar ideas are proposed in subsequent studies. Besides con-
sideration of the feature map domain, BppAttack [36] employs con-
trastive supervised learning and adversarial training instead of stan-
dard cross-entropy loss in the classification task. This learning ap-
proach ensures that compromised models steadily and successfully
converge.

3.2 Backdoor Defence

Considering the serious threat of backdoor attacks to machine learn-
ing security, backdoor defence, which is the countermeasure against
backdoor attacks, rapidly develops in recent studies [40, 4, 26, 16].
There are two main categories in the backdoor defence, i.e., backdoor
detection [33, 11], backdoor purification [38, 24, 19, 42] In terms of
backdoor detection approaches, they aim to determine whether the
deep model contains a backdoor. Neural Cleanse (NC) [33] is one
of the well-known backdoor detection algorithms. NC observes that
the backdoor of the classifier constructs a shortcut between the target
label and other clean labels. Based on this observation, NC employs
a abnormality detection algorithm to determine whether the model
is poisoned by analyzing the size of perturbation leading all clean
images to the target label.

Compared with backdoor detection, backdoor purification aims to
eliminate backdoors on the premise that the performance of clean
inputs does not significantly degrade. Fine-Pruning [24] adopts net-
work pruning to erase backdoors hidden in the models. For exist-
ing neural networks, most neurons are dormant when the clean in-
puts come. However, these dormant neurons may be activated by
the trigger pattern and lead models to return attacker-desired re-
sults. Therefore, Fine-Pruning identifies dormant neurons based on
some clean inputs then deletes them and fine-tunes the model. NAD
(Neural Attention Distillation) [19] is an alternative effective back-
door purification approach, which utilizes model distillation to erase
backdoors. NAD fine-tunes backdoored model to generate a teacher
model which is used to conduct model distillation. Many other so-
phisticated model purification approaches are proposed in subse-
quent studies.

4 Revocable Backdoor

4.1 Preliminaries

In this paper, we focus on the image classification task which is con-
sistent with previous studies. Since the revocable backdoor is first
proposed by ours, we describe more details of the revocable back-
door requirement applied in the deep model trading.

Goal The revocable backdoor aims to ensure that buyers complete
the final payment when they are satisfied with the trial model. If buy-
ers refuse to complete the final payment, sellers can disclose the hid-
den backdoor and corresponding trigger pattern. For example, buyers
obtain a face recognition model with a revocable backdoor and de-
ploy this model in their company. If the backdoor is disclosed, any-
one with the trigger pattern can break the face recognition model, that
is, the model is unusable. Note that our revocable backdoor does not
aim to protect the copyright of the model, which is usually accom-
plished by model watermarking [1]. Conventional backdoor-based
watermarking aims to verify the ownership of the model, whose goal
is completely different from ours. Although backdoor-based water-
marking also can make the model return incorrect results when the
trigger appears, the backdoor is permanent and irrevocable. Even
though buyers complete the final payment, the backdoor still exists
in the model and brings security threats to the model deployment.

Effectiveness In previous backdoor attacks, attackers aim to make
the compromised classifier return the target label when the trigger
appears [10, 28]. However, in the context of model tradings, the goal
of our revocable backdoor for model sellers is different from pre-
vious studies. Sellers can distribute the trigger pattern to make the
classifier held by buyers unusable in the event that the buyer does
not complete the final payment. Therefore, our revocable backdoor
aims to decrease the classification accuracy as low as possible when
the trigger appears. In other words, we view the attack success if the
compromised classifier returns an arbitrarily wrong label.

Fidelity The classifier with a revocable backdoor can be used as a
trial version of the final classifier for buyers. Therefore, the revocable
backdoor aims to keep the performance of the backdoored classifier
over clean inputs the same as a clean classifier. For buyers, the per-
formance of the trial version over clean inputs is almost identical to
the final version (backdoor-free). In this case, buyers can evaluate
whether the classifier meets their requirements.

Revocability The crux of our revocable backdoor is that we can
easily withdraw the backdoor without requiring an extra training
phase or clean/poisonous data. The revocability denotes that the com-
promised classifier whose backdoor is withdrawn can correctly pre-
dict poisonous inputs.

Robustness In the model trading scenario, the backdoors hidden
in the compromised model can and only can be withdrawn (erased)
by sellers. Therefore, our attack should ensure that the backdoor is
resistant to various backdoor purification defences.

4.2 Method

Fig. 2 illustrates the framework of our approach. Let D =
{(xi, yi)}Ni=1 denotes the benign training set, where xi ∈ X =
{0, 1, . . . , 255}C×W×H is the image, yi ∈ Y = {1, . . . , N} is its
label, and N is the number of classes. The trigger pattern is denoted
as δ, where δ ∈ P = {−t,−t + 1, . . . , t + 1, t}C×W×H . The el-
ements of the trigger pattern are between −t and t. In the backdoor
attack, we select a portion of clean images x, which are stamped with
the trigger pattern, as poisonous ones. We denote the clean training
set and poisonous training set as Dc and Dp, respectively. Given a
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Figure 2. The framework of the implementation revocable backdoor attack. Our approach consists of two main parts. (a) is similar to common backdoor
attacks. The training set including both clean and poisonous inputs is fed into the classifier, which returns correct results for clean inputs yet wrong results for

poisonous ones. (b) is the crux of the revocability of our backdoor. We withdraw our backdoor by controlling the interior feature map. We utilize some trainable
mask matrices to intentionally break the poisonous inference link.

deep neural network-based classifier fθ(·), we aim to minimize the
following equation,

Lbd =
1

|Dc|
∑

(x,y)∈Dc

� (fθ(x), y) (1)

− 1

|Dp|
∑

(x,y)∈Dp

max(� (fθ(x+ δ), y), c) , (2)

where �(·) denotes cross-entropy loss widely adopted in classifica-
tion tasks. We update fθ(·) and δ to minimize equation 2. The core
idea of equation 2 is to achieve the effectiveness and fidelity of the
revocable backdoor attack. The first term of equation 2 ensures that
the performance of backdoored classifiers over clean inputs does not
drop. The second term denotes maximizing the cross-entropy loss
of poisonous inputs, i.e., making the classifier return wrong results
when the trigger appears. However, maximizing the cross-entropy
loss of poisonous inputs is much easier than minimizing the cross-
entropy loss of clean inputs. In other words, classifier fθ(·) easily
learns how to give wrong results for poisonous inputs but it is hard
to learn how to give correct results for clean inputs. As a result, we
adopt max(·) and hyperparameter confidence c to restrict the sec-
ond term. For a N categories classification task, if the cross-entropy
loss of input is larger than −log(1/N), the classifier will return an
incorrect result. Therefore, we set c = −1.1 × log(1/N) that is
slightly larger than the minimum correct decision threshold for a N
categories classifier. If we remove the restriction of max(·) or set an
excessively large c, the classifier fθ will only learn the second term
of equation 2 and overlook the first term.

Besides Lbd, our approach also entails considering how to with-
draw our backdoor. The modern deep neural network-based classifier

fθ(·) is made up of some cascade layers. The output of fθ(·) can be
expressed as,

fθ(·) = fn (· · ·f2(f1(· · · ))) , (3)

where n denotes the number of layers. The output of the interior layer
is named as feature map. Based on the cascade structure of fθ(·),
we employ some matrices named masks to manipulate feature maps.
Compromised classifiers learn two tasks, i.e., a normal task and an
insidious backdoor task. These two tasks conduct different inference
links. In other words, the feature maps of these two tasks are differ-
ent. Therefore, we can adopt some mask matrices to break backdoors
without affecting clean inputs. We denote the classifier fθ(·) with
mask matrices Mk as fθmask (·). The formulaic expression is shown
as follows,

fθmask (·) = fn (· · ·M2 · f2(M1 · f1(x))) , (4)

where M and · denote trainable mask matrices and Hadamard prod-
uct, respectively. The size of Mk is the same as the corresponding
feature map. The initial elements of Mk are filled with 1. Moreover,
we require a regularization term for Mk. The goal of regularization
is used to make the elements of Mk as close to 1 as possible. The
regularization for Mk is expressed as follows,

LR = sum(|Mkij − 1|), (5)

where sum(·) denotes the sum of all elements. The usage of LR

forces Mk to change the most key elements related to poisonous in-
puts in feature maps. LR can effectively mitigate the impact of Mk

on clean inputs. For fθmask (·), it should return correct results re-
gardless of whether the trigger pattern δ appears. Therefore, the loss
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function for fθmask (·) is expressed as follows,

Lrev = [
1

|Dc|
∑

(x,y)∈Dc

� (fθmask (x), y) (6)

+
1

|Dp|
∑

(x,y)∈Dp

� (fθmask (x+ δ), y)]. (7)

We update Mk by minimizing Lrev and make Mk adaptive find and
break the poisonous inference link. The final cost function is ex-
pressed as follows,

L = Lbd + Lrev + α · LR, (8)

where α is the balance factor to control the weight of the regulariza-
tion. We simultaneously update parameters of fθ , trigger pattern δ,
and mask matrices Mk to minimize L. The backdoor hidden in the
well-trained fθ can easily be withdrawn by adding Mk in the interior
layers. fθ(·) and fθmask (·) can be used as the trial model and final
model for sellers during the model trading.

4.3 Trigger Fine-tuning

In the previous subsection 4.2, we describe our approach to create a
compromised classifier whose backdoors are controlled by mask ma-
trices. The trigger pattern δ, whose elements are between −t and t,
is trained with the classifier at the same time. In this subsection, we
delve into the design of the trigger pattern to control the balance of
the trigger pattern imperceptibility and attack robustness. Hyperpa-
rameter t controls the modification magnitude of the trigger pattern.
In other words, a small t ensures the imperceptibility of the trigger
pattern. In this subsection, we frozen classifier fθ and mask matrices
M , i.e., fθmask is also frozen, and update trigger patterns. The loss
function of updating trigger δ is as follows,

L = Lbd + Lrev + β · |δ|2, (9)

where |δ|2 denotes the L2-norm of the trigger δ, and β controls the
balance of |δ|. We control the modification magnitude of the trigger
pattern δ by changing the value of the hyperparameter β and t.

4.4 Backdoor Erasing for Existing Attacks

To the best of our knowledge, we are the first to propose the concept
of the revocable backdoor. For existing conventional backdoor at-
tacks like BadNtes [10], WaNet [28], Blend [5], etc. They can not be
withdrawn by attackers. In this subsection, we describe a backdoor
erasing method to withdraw existing backdoors. In the model trading
scenario, we suppose that buyers own some clean images and their
corresponding poisonous ones. Then, they update the parameters of
classifier fθ by minimizing the following loss as,

Lerasing = [
1

|Dc|
∑

(x,y)∈Dc

� (fθ(x), y) (10)

+
1

|Dp|
∑

(x,y)∈Dp

� (fθ(x+ δ), y)]. (11)

Compared with equation 2, Lerasing minimizes the cross-entropy
loss between clean and poisonous images and their label. The num-
ber of poisonous images is critical to the performance of backdoor
erasing. We employ this method as our baseline. Compared with our
proposed method 4.2 and 4.3, this method requires gradient calcula-
tion and some poisonous images, which is not practical in the model
trading scenario.

5 Experimental Results

5.1 Experimental Setup

Datasets and Networks In this paper, we adopt three datasets in-
cluding CIFAR-10 [17], GTSRB [32], and Sub-ImageNet to evalu-
ate the performance of our approach. These datasets are widely used
in previous studies [28, 36]. The number of categories of CIFAR-
10 and GTSRB is 10, and 43, respectively. Sub-ImageNet consists
of 10 categories which are randomly selected from the original Im-
ageNet dataset [6]. The image size of CIFAR-10, GTSRB, and Sub-
ImageNet is 32× 32, 32× 32, and 224× 224, respectively. In terms
of network architectures, we adopt ResNet-18 [13] and VGG [31] in
the experiments.

Backdoor Baselines Since we are the first to propose the con-
cept of the revocable backdoor attack, there are no suitable revoca-
ble backdoor attacks used as a comparison. We suppose that users
obtain some clean and corresponding poisonous images to finetune
to a backdoored classifier to achieve revocability based on existing
conventional attacks. We adopt various trigger patterns to conduct
backdoor attacks. The trigger pattern includes BadNets [10], Blend
[5], SIG [3], LSB [18], WaNet [28], and BppAttack [36]. The details
setting of baseline triggers can be found in the supplement [39]. The
compromised (backdoored) classifier is generated by updating equa-
tion 2 for baselines. The poisoning rate is fixed as r = 0.1. In the
backdoor erasing phase, we suppose that users obtain o = 5% clean
data of the training set and corresponding poisonous ones. Then, we
finetune the backdoored baseline classifiers with equation 11.

Implement Details Our approach consists of two steps, training
revocable backdoored classifier and finetuning trigger pattern. The
training epoch and batch size are 180, and 256, respectively. We
adopt SGD (Stochastic Gradient Descent) optimizer for updating the
parameters of the classifier. The initial learning rate of SGD is 0.01.
For trainable mask matrices and trigger pattern δ, we adopt Adam
optimizer with a 0.001 initial learning rate. The poisoning rate is 0.5
for the first 80 epochs. The poisoning rate times by 0.5 in intervals of
10 epochs when the iteration epoch exceeds 80. Hyperparameter α is
fixed as 10, 10, and 100 for CIFAR-10, GTSRB, and Sub-ImageNet,
respectively. In the second phase, we fixed the poisoning rate as 0.5.
The hyperparameter β is 0.01 for all datasets. The hyperparameter t
controlling the range of our trigger pattern is 10 in both phases.

5.2 Attack Effectiveness

We adopt accuracy to measure the performance of the classifier. In
this part, we evaluate the Effectiveness, Fidelity and Revocability of
our approach. The results of our approach and baselines are shown
in Table 1. We also train a clean classifier whose training setup is the
same as compromised ones as a reference. We aim to significantly
degrade the classifier accuracy when the trigger appears while keep-
ing the accuracy for clean inputs unchanged. In terms of revocability,
the goal of mask matrices employed in our attack is to withdraw the
backdoor. From Table 1, our approach achieves satisfactory results in
the aspect of attack effectiveness, fidelity, and revocability. The ac-
curacy for clean inputs is almost unchanged compared with the clean
classifier in most cases. The accuracy for poisonous inputs is de-
creased to near even less than random guesses, meanwhile, it recov-
ers to standard performance (like a clean classifier) when we insert
mask matrices to withdraw the backdoor. For baselines, their perfor-
mance is significantly inferior to ours. In previous common backdoor
studies [10, 5, 28, 36], their attack setting is that a compromised clas-
sifier returns the target label when the trigger appears. This attack
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Dataset Effectiveness Revocability
AccClean Attack AccBD-C (↑) AccBD-P (↓) AccBD-C (↑) AccBD-P (↑)

BadNets 82.99 10.04 79.90 79.68
Blend 83.45 10.03 78.49 67.51

CIFAR-10 SIG 83.73 10.00 78.57 77.57
85.17 LSB 77.58 77.54 75.28 75.12

WaNet 79.30 31.90 77.77 77.34
BppAttack 77.85 77.32 74.65 74.71

Ours 85.88 0.57 85.90 84.77

BadNets 97.43 4.99 96.79 96.78
Blend 97.10 0.15 94.06 93.48

GTSRB SIG 97.38 0.02 95.62 95.15
98.38 LSB 97.87 4.08 96.77 96.77

WaNet 95.83 6.12 95.78 96.27
BppAttack 95.70 95.24 96.71 96.68

Ours 97.69 0.12 97.95 97.66

BadNets 63.26 63.29 64.74 64.60
Blend 70.52 9.05 64.50 61.07

Sub-ImageNet SIG 67.87 8.92 67.53 66.39
73.91 LSB 62.25 62.35 63.26 63.36

WaNet 64.10 63.29 65.01 64.91
BppAttack 63.90 63.73 64.67 64.67

Ours 74.06 10.43 74.33 71.33

Table 1. The experimental comparison (ResNet-18) between baselines and ours. AccClean, AccBD-C, and AccBD-P denote the accuracy of the clean
classifier, the accuracy of the compromised classifier for clean inputs, and the accuracy of the compromised classifier for poisonous inputs, respectively.

Effectiveness and revocability denote the compromised classifier and compromised classifier with mask matrices, respectively.

setting is much easier than our setting, in which the compromised
classifier does not need to understand the semantic information of in-
puts and only builds a strong relation between the trigger and target
label. However, the compromised need to understand the semantic
information of inputs and then return wrong results when the trigger
appears in our attack setting. Therefore, some invisible triggers (like
LSB and BppAttack) whose perturbations are small cannot success-
fully compromise the classifier. The experiments of VGG network
can be found in Table 2 of the supplementary material [39].

Apart from quantitative results, we also visualize our trigger pat-
tern in Fig. 3. Our approach achieves satisfactory visual results and
users cannot perceive trigger patterns. Based on Fig. 3 and Table 1,
we find that only triggers (like BadNets) with large modification (vis-
ible) can attack successfully among baselines. Our approach achieve
both trigger invisibility and attack effectiveness at the same time.

5.3 Attack Robustness

We recall our revocable backdoor scenario, i.e., deep model trading
scenario. For sellers, the goal of the revocable backdoor is to make
the model unusable by distributing the trigger pattern to the public if
buyers do not pay the final payment. Sellers can send the trial model
to buyers and let them know the existence of the hidden backdoor.
Therefore, we do not consider backdoor detection defence in the ro-
bustness evaluation. We focus on evaluating the resistance of our
backdoor against backdoor purification defences [19, 24]. In other
words, we evaluate whether buyers can adopt backdoor purification
to erase the backdoor without the permission of sellers.

The easiest backdoor purification method, which may be adopted
by buyers, is fine-tuning. Buyers collect some clean images whose
distribution is similar to the training set to fine-tune the trial classifier
containing our revocable backdoor. To simulate fine-tuning, we adopt
SGD optimizer with 0.01 learning rate kept the same as the training
phase to fine-tune the compromised classifier with 5% clean images
from the training set. We fine-tune the classifiers for 50 epochs. The
experimental results have been shown in Table 2. Fine-tuning cannot
remove our backdoor in all cases.

An alternative well-known backdoor is Fine-pruning [24], which
combines network pruning and fine-tuning. As aforementioned re-
lated work part, most neurons are dormant for clean inputs. These
dormant neurons almost do not affect the final performance of clean
inputs. However, they may be activated by poisonous inputs. There-
fore, Fine-pruning prunes dormant neurons with some clean inputs
and fine-tunes the pruned classifier at the same time. The specific de-
fence setup is as follows. We pruning the last layer of the classifier
which is widely adopted in previous studies. The classifier is fine-
tuned in the interval of 10 neurons. The optimizer is SGD with a 0.01
learning rate. We set the maximum tolerable drop of the clean task
accuracy as less than 1%. Table 2 shows the results of Fine-pruning.
It also cannot remove our backdoor. The details of the accuracy (both
clean and poisonous inputs) with regard to the number of pruned neu-
rons can be found in the supplementary material [39].

Besides fine-tuning and fine-pruning, we also evaluate the robust-
ness of our approach by NAD [19]. NAD first trains a teacher model.
Then, NAD adopts the teacher model as a guide to conduct attention
distillation. The experimental results of NAD are shown in Table 2.
NAD is ineffective in our approach. Although NAD can erase the
backdoor in some cases (GTSRB dataset), the accuracy of clean in-
puts severely degrades compared with the clean model.

5.4 Ablation Studies

In our approach, we adopt two steps to generate the trigger pattern.
The second part, which fine-tunes the trigger, aims to control the
perturbation of trigger pattern. Table 3 gives the quantitative com-
parison between the trigger with or without fine-tuning. The PSNR
(poisonous image quality) and SSIM [34] is significantly improved
benefit from the trigger fine-tuning.

More ablation studies over confidence c, regularization LR and
the uniqueness of the mask matrices can be found in the supplement
[39].
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Figure 3. The visualization results of the trigger (Sub-ImgeNet). The first line denotes clean and poisonous images. The second line denotes the residual
between clean and poisonous images. The visualization results of CIFAR-10 and GTSRB can be found in Figure 1 of the supplementary material [39].

No defence NAD Fine-tuning Fine-pruning
Dataset AccBD-C AccBD-P AccBD-C AccBD-P AccBD-C AccBD-P AccBD-C AccBD-P

CIFAR-10 85.88 0.57 86.16 3.64 86.05 0.53 84.88 6.92
GTSRB 97.69 0.12 75.25 73.65 98.56 0.03 97.19 0.91

SubImageNet 74.06 10.43 74.39 10.83 74.09 10.67 73.12 10.54

Table 2. The experimental results of NAD defence, fine-tuning, and fine-pruning.

w/o TF TF
Dataset PSNR SSIM PSNR SSIM

CIFAR-10 34.15 0.96 35.63 0.97
GTSRB 32.33 0.87 36.38 0.94

Sub-ImageNet 32.27 0.73 44.45 0.95

Table 3. The comparison of image quality between original and fine-tuned
trigger. TF denotes trigger fine-tuning.

6 Conclusions

In this paper, we first propose the concept of the revocable backdoor
attack and a novel application, that is, deep model trading. Revocable
backdoor aims to create a trial model whose performance is similar to
the clean/final model for buyers to evaluate its performance. Mean-
while, sellers can easily withdraw the backdoor hidden in the trial
model when they obtain the final payment. The revocable backdoor
attack is achieved by controlling the interior feature maps of models.
We train models and mask matrices at the same time. The mask ma-
trices are critical to turning the backdoored (trial) model into a clean
(final) model. Extensive experiments demonstrate that our approach
is feasible and robust.
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