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Abstract. Neural networks find applications in many safety-critical
systems that raise concerns about their deployment: Are we sure the
network will never advise doing anything violating a set of safety
constraints? Formal verification has been recently applied to prove
whether an existing neural network is certified for some property
(i.e., if it satisfies the property for all possible inputs) or not. For-
mal verification can prove that a network respects the property, but
cannot fix a network that does not respect it. In this paper we focus on
the automated synthesis of certified neural networks, that is, on how
to automatically build a network that is guaranteed to respect some
required properties. We exploit a Counter Example Guided Inductive
Synthesis (CEGIS) loop that alternates Deep Learning, Formal Ver-
ification, and a novel data generation technique that augments the
training data to synthesize certified networks in a fully automatic
way. An application of a proof-of-concept implementation of the
framework shows the feasibility of the approach.

1 Introduction and related work

Applications of neural networks include fields where they act as ac-
tion advisors and controllers for safety-critical systems, where safety
is paramount, and errors can be extremely expensive or dangerous.
When a neural network is deployed in a safety-critical system, it is
of extreme importance to prove that it satisfies the desired properties
in all possible scenarios and under all possible inputs, as testified,
for instance, in a recent technical paper on the use of formal meth-
ods for neural networks certification in aviation [13]. Moreover, the
European Union is working on the text of the Al act [14] that will
require for all Al systems categorized as high-risk to be assessed
before being put on the market and also throughout their lifecycle.

Formal verification provides algorithms and methodologies that
can exhaustively explore the state space of a system to guarantee
that the system itself respects the desired properties. Hence, the cer-
tification of neural networks has recently received attention from the
formal verification community: the annual competition VNN-COMP
[5] and the standard format VNN-LIB [31] have been established to
compare state-of-the-art neural network verification tools and share
benchmarks and test cases.

Many of the current approaches to verify a neural network reduce
the problem to finding a solution to a constraint satisfaction prob-
lem (CSP). Such a CSP consists of a set of constraints encoding the
neural network and a set of constraints encoding the property, and it
is typically formulated within the frameworks of Mixed Integer Lin-
ear Programming (MILP), Satisfiability Modulo Theories (SMT), or
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more generally Constraint Programming (CP). Some selected refer-
ences of these (and other) formal verification methods can be found
in [2]. Some tools such as RELUPLEX [20] and Marabou [21] pro-
vide specialized versions of the SIMPLEX method to boost scalabil-
ity of the formal verification phase.

However, verification alone can only give a yes or no answer and
cannot synthesize a neural network that is guaranteed to respect the
property when the answer to the verification problem is negative. A
few attempts in the literature to deal with the synthesis of certified
neural networks have been provided. Some of them are restricted
to general monotonicity of the network [25, 29], whereas others are
limited to constraining the output for Hierarchical Multi-label classi-
fication Problems [11, 12, 15]. Considering more general rules, some
works [23, 24, 33, 36, 35] propose to inject constraints in the loss
function of a neural network in such a way that the training of the
model should prefer solutions where the constraints are satisfied.
[26] generates counterexamples (solving an optimization problem)
that violate some constraints that are expressed in first-order logic
(FOL) and include them in the training set in NLP tasks. [10] ex-
presses constraints as logical clauses directly incorporated in the net-
work structure as an additional layer that adds trainable parameters
(clause weights) that represent the satisfiability level of constraints,
providing explainability to the model as well as increased general-
ization. Some other methods additionally provide guarantees on the
considered constraints, even though they either pose limitations on
the constraints [18, 36], or rely on an external component to enforce
the desired properties at run time [3, 9, 38]. Finally, a recent review
of deep learning with logical constraints is provided in [16].

The problem of automatically generating a computational system
that provably satisfies a given high-level specification has been stud-
ied in computer since the seminal works of Church [8]. One rele-
vant methodology developed by this line of research is the Counter
Example Guided Inductive Synthesis (CEGIS) workflow, initially
proposed in [30] for the automated synthesis of programs. The
CEGIS workflow has been recently applied to prove stability of neu-
ral controllers [1, 6] and to generate invariants for dynamical sys-
tems [7, 28]. While these works exploit a learning-verify loop sim-
ilar to our approach, they start from an analytical description of the
dynamical system, and they consider only the problem of learning a
network that satisfies the desired properties. In our setting we start
from a dataset sampled from an unknown distribution, and we aim to
preserve the accuracy of the network as much as possible. To do so,
we develop a data generation technique to augment the training data
that turns out to be crucial to keep the final network as close as pos-
sible to the one trained on the unknown data-generating distribution.
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Figure 1.

High level view of the CEGIS workflow employed for the
synthesis of certified neural networks.

Contribution and organization

This paper combines Deep Learning with Formal Methods and em-
ploys the Counter Example Guided Inductive Synthesis (CEGIS)
workflow for the automated synthesis of certified neural networks.
Section 2 provides a general description of the synthesis workflow
and identifies, in a technology-independent way, the modules that
we need to obtain our goal. Section 3 sums up how to encode a
ReLU neural network into a first-order linear real arithmetic formula
(LRA). Section 4 identifies a fragment of LRA to express proper-
ties and formally state the problem we want to solve. Section 5 dis-
cusses how to generate new data starting from the counterexamples
found by the verification phase when the network does not respect the
property and how to add the new data to the training set for the sub-
sequent training phase. Sections 6 and 7 discuss a proof-of-concept
implementation of our workflow and show how to certify two prop-
erties on an existing dataset from a robotic scenario, and for different
learning rates and structure of the network (number of hidden layers
and nodes per layer). Section 8 concludes and discusses future work.

2 CEGIS workflow

The general framework that we use in this paper is based on the
Counter Example Guided Inductive Synthesis (CEGIS) workflow
shown in Figure 1. CEGIS was initially proposed in [30] for the au-
tomated synthesis of programs. In general, CEGIS works by generat-
ing a candidate solution for the problem at hand (a program in [30],
a neural network in our case) and then formally verifying whether
the candidate solution respects the desired properties or not. If not,
the formal verification phase generates one or more counterexam-
ples that are used to generate a new, better, solution, until the candi-
date solution is proved to respect the required properties. The CEGIS
workflow is thus not a new concept. What is new here is how we set
up CEGIS for the neural context and how we use the counterexam-
ples to generate new data with which we add to the training set until
a certified neural network is produced.

Our CEGIS approach starts from a dataset D of input-output pairs
disjointly partitioned in training, validation, and test set. We then cre-
ate a neural network N as a result of some training algorithm that

works on training and validation sets only. After that, we encode N
into a suitable constraint satisfaction problem (CSP) along with the
negation of the property P that we want IV to satisfy. The output of
the formal verification part can lead to two situations:

1. the CSP is unsatisfiable; this means that no counterexample exists
and thus NV is certified for P;

2. the CSP is satisfiable; this means that we found a counterexample:
an input x where the output N (x) does not satisfy P.

In the former case, the process is completed and we have proof that N
respects the property P for all possible values in the input domain,
and not only for the inputs contained in the (finite) dataset D. In
the latter case, we use the counterexample (x, N (x)) to extend the
training set with new input-output pairs (x’,y’) that satisfy P, before
proceeding with the next iteration of the CEGIS workflow. These
new pairs are obtained by first replacing the output of the network
in the counterexample with an output y such that (x, y) satisfies the
property, and then sampling around it to increase the number of new
data points that are added to the training set.

3 Encoding ReLU neural networks

A directed weighted graph N = (V| E, w) consists of a set of nodes
V, aset of directed edges E, and a weight function w: E — R asso-
ciating real numbers to edges. A feedforward ReLU neural network
is built on top of a directed weighted graph by imposing restrictions
on the form of the graph as well as adding further characteristics to
the nodes as follows.

e The network always includes an input layer, an output layer, and
may include hidden layers in between. A network with exactly one
hidden layer is shallow; it is deep if there exist at least two hidden
layers. We denote with d the number of layers in the network.
Layer 1 is the input layer, while layer d is the output layer. Layers
2,...,d — 1 are the hidden layers.

e A layer is a vector of nodes. We denote with ¢; the size of the i-th
layer, that is, the number of nodes in the layer. The j-th node of
layer ¢ is denoted by v; ;. To ease readability, we omit the sub-
script j when the corresponding layer consists of only one node.

e Every non-output node is connected to all nodes in the following
layer through weighted edges, whereas every non-input node is
connected to all nodes in the preceding layer through weighted
edges.

e Hidden nodes serve as computational units. Every hidden node
v;,; also has an associated bias b; ; and a non-linear activation
function. The node computes a linear function over the output of
the nodes in the previous layer, and then it applies the activation
function to generate its output. In this paper, we consider the fol-
lowing activation function: ReLU(z) := max(0, ).

e Output nodes also have associated biases but no activation func-
tions. In this way, they compute a linear combination of the nodes
in the last hidden layer. Networks with activation functions in the
output layer (e.g., a sigmoid for binary outputs) can be certified as
well if the property can be rewritten to consider only the input of
the activation function.

Figure 2 gives an example of a small neural network with a sin-
gle input node v1,1, a single output node v3 1, and a hidden layer
containing 2 nodes vs,1, v2,2 with ReLU activation functions. Biases
are shown above the nodes, and weights are above the edges. The
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Figure 2. A neural network with one hidden layer.

network computes the function:

computed by va 1

N(z) := — (max(0, 2z + 8)) +5 (max(0, =3z — 7)) +2

computed by vo o

where z is the single input of the network.

Taking inspiration from the encoding used in [20] to verify neural
networks and in [34] to solve planning problems, we use the theory
of linear real arithmetic (LRA) to encode the network and the prop-
erties. LRA formulas are first-order logic formulas built from atoms
that are linear constraints > ;- | cx; b4 b, where ¢, b are rational con-
stants, and <€ {<, <, =, >, >, #}.

Let N be a ReLU neural network with d layers, n inputs repre-
sented as the vector x = (z1,...,2,) € X, and m outputs repre-
sented as the vectory = (y1,...,ym) € V. To encode the network
into an LRA formula we proceed as follows.

For each node v;,; of N we add two auxiliary variables vZ”‘J and
v} 7}’5, that represent respectively the input and the output of the node.
To improve readability, we use x1,...,x, instead of the auxiliary
variables v{’}h e ,vi’fn for the input layer, and y1, . . ., Ym, instead
of the auxiliary variables v}, ..., vg', for the output layer.

Input nodes simply forward the input to the output. Hence, for each
input node we add the conjunct:

. _ ,out
Tj =V

For each hidden node v; ;, where 1 < ¢ < d, we add the following
conjuncts:
£i—1
vy = bij + Z w(vim1k, Vi) - Uk
k=1
v = max(0,v)")
where @ = max(0, b) can be encoded in LRA as:
a>0ANa>bA(a=0Va=0»).

For each output node vg4,;, we add the following conjuncts:

La—1
mn out
Vg = ba; + g W(Vd—1,k,Vd,j) - Vdo1,k
k=1

_in
Yj = Va,j

Finally, the LRA formula Fx(x,y) that encodes the network N
is obtained by conjoining all equations above and then existentially
quantifying on all auxiliary variables vz”‘] and vffjt. The resulting
formula has only input variables x1,...,z, and output variables

Y1,--.,Ym as free, and it is true if and only if y = N (x).

The LRA encoding of Figure 2 is the following formula:

out in out n out in out
FN(JC7?J) = 3111,1 5 V2/1,V2/1,V22,V22,V31 (il“ =vi1 A\

in out out mn
va1 =8+ 2071 Awvgg = max(0,v31)A

. . . .
Vg9 = —7 — 3077 Avg'y = max(0,v37)A

n out out n
U3l =2 =g +5v39 Ay = U3,1)

4 Constraint language and formal verification

In this work, we use LRA not only to encode neural networks but
also to specify properties. The formulae expressing the properties of
anetwork N that we consider have the form Fjy,. (x) = Fpos(X,y),
where Fjr(x) is a quantifier-free LRA formula over input variables
only, and Fp.s:(x,y) is a quantifier-free LRA formula over both in-
put and output variables. In this setting, a network is certified for a
property if for all inputs where the precondition Fj.(x) is satisfied,
then the output of the network y = N (x) is such that the postcondi-
tion Fpos: (X, y) is satisfied as well. More formally,

Definition 1. A ReLU neural network N is certified for a property
P := Fpre(x) = Fpost(X,y) if the following formula is valid:

Fnp(%,y) = (FN(%,¥) A Fpre(X)) = Fpost (%, )-

Since Fpre(x) and Fpost (X, y) are arbitrary quantifier-free formu-
las, limiting properties to the form Fj,.(x) = Fpos(x,y) does
not restrict the expressiveness of our framework, as any arbitrary
LRA formula on (x,y) can be rewritten to respect the implicative
form. We say that a property P is realizable if there exists a function
G : X — Y such that Fp.(x) = Fpost(x,G(x)) is true for all
x € X. From now on, we consider only realizable properties.

Problem statement. Given:

e adataset D of input-output pairs disjointly partitioned in training,
validation, and test, and
o arealizable property P defined as above,

synthesize a ReLU neural network N such that:

e N is certified for P, and

e the accuracy of N on the test set is preserved as much as possi-
ble with respect to the accuracy of a (non necessarily certified)
network resulting from the training on the initial D only.

An LRA formula with free variables is valid if and only if its nega-
tion is unsatisfiable. Hence, to check if [V is certified for a property
P, we can equivalently check whether = Fv, p (X, y) is unsatisfiable.
Written more explicitly:

N p(%,y) = 2 (FN(X,Y) A Fpre(X)) = Fpost(X,Y))
= Fn(X,¥) A Fpre(x) A = Fpost (X,y)

is an LRA formula with free variables x and y, whose set of solutions
matches the set of counterexamples proving that NV falsifies P.

To give a simple example, consider the following property P on [N
of Figure 2 in natural language: an input less or equal than O always
implies an output less or equal than 0. More formally,

Fpre(x) Fpost (x,y)

Fnp(z,y) = (Fn(z,y) Az <0)= y <0

N is not certified for P, since the formula
—\FN,p(.’E,y) = FN(x,y) ANr<0Ay>0

is satisfiable. By letting o be an assignment that associates a real
value to each of the variables in x and y to make —Fn,p(x,y) true,
one possible solution is a(xz) = —3, a(y) = 10 since N(—3) = 10.
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5 Counterexample repair for data generation

Let N be a ReLU neural network and P be a property on /N. Suppose
that = Fy p(x,y) is satisfiable and let « be a satisfying assignment.
To correct the behavior of the network, we want to build another
assignment o such that:

1. the value assignments to the input variables do not change: for
eachi = 1,...,n, it holds that o/ (x;) = a(x;);
2. the new assignment o’ makes Fjost(x,y) true.

To build o', we proceed as follows. Let s = (s1,...,5,) be a
vector of fresh real variables not appearing in Fjost(X,y), and let
F,.:(s) be the quantifier-free LRA formula defined as follows:

p

F,fost(s) = Fpost (X, y)[a(z1) /21, . .., a(Tn) /@0,
alyr) +s1/y1, -5 a(ym) + Sm/Ym]
where F'[t1/x1,. .., ts /2] is the simultaneous multiple substitution

that replaces every occurrence of the free variable x; with the term
t;. In our example,

Frost(8) := Fpostla(z) [z, a(y) + s/y] = 1045 <0

Now, any assignment 3 to the variables s that makes F,,fost (s) true
defines a corresponding assignment o to the variables x and y as
follows:

1. Foreachi=1,...,n,let o (x;) = a(z;);
2. Foreachi=1,...,m,leta (y;) = a(y:) + B(s:).

In our example, any 8(s) < —10is fine as 10+ 5(s) < 0. Clearly,
o’ makes the original postcondition formula F,; true. Thus, we can
add the new input-output pair:

(@' (1), .., 0 (@n), &' (11), - ., & (ym))
to the current dataset D, and start over the training phase with
this new information. If B(z) = —10, then we will add the pair

(a(z),a(y) + B(s)) = (—3,0) to D. However, any [ assigning a
value less or equal to —10 to s still produces a new pair that respects
the postcondition.

We would like to generate an o such that the loss of the certified
N on the test set is preserved as much as possible with respect to
the loss that a non certified network, trained on D, would have on
the same test set. To this end, we use as new data point an « that
minimize the distance from the counterexample c. Such an o’ can be
computed by solving the following quadratic programming problem

(QP):

min Z 52 subject to F,fost (s)

i=1,...,m

In this way we generate a new data point (x,y’) by selecting a y’
that is at minimal distance from the original y and such that the prop-
erty is respected. In fact, the purpose of the minimization problem is
to generate an example as close as possible to the original data distri-
bution while respecting property P, that is, to minimize the changes
needed to certify the network.

In our example, we solve

min s* subject to 104s<0

The optimal solution is 3(s) = —10, leading to:
o' (z) = a(r) = -3
o' (y) = aly) +B(s) = 0

and thus (—3,0). Finally, to speed up the next training phase we
generate further points to add to D by sampling around o and adding
a sample to the dataset D only if it satisfies Fpos: (X, y). This way we
avoid solving multiple QP problems to generate additional data.

Termination. The overall goal of the CEGIS loop is to synthesize
a function that respects a given property. Since there are uncount-
ably many possible inputs for the function, the CEGIS loop may go
on for a very long time (or even forever), producing more and more
counterexamples, even when a function respecting the property ex-
ists. Since the property is a quantifier-free LRA formula, we know
we can restrict the search to piecewise-linear functions. We know
that ReLU neural networks compute piecewise linear functions, and
thus, from recent universal approximation results for ReLU neural
networks [27], we can conclude that a network big enough to respect
the property exists. Well established results from probably approx-
imately correct (PAC) learning prove that in our setting the sample
complexity of the learning problem is finite [4, Theorem 21.5], and
thus that the CEGIS loop terminate with high probability. We believe
that for some subclasses of constraints the approach is guaranteed to
converge with a number of iterations that depends on the expressive-
ness of the network and on the size of the property. We are currently
carrying out an investigation on this theoretical part, that is left for
future publications.

6 Mind your manners, robot!

We applied our framework to the MANNERS-DB example [32]. The
case study involves a robot moving in a room where humans and an-
imals are present. The controller is implemented through a neural
network. The description of the inputs and outputs are given in Ta-
ble 1. In particular, the outputs of the neural network provide num-
bers representing the adequacy of the possible actions executable by
the robot. Each adequacy is a score of 1 to 5, where the bigger the
number, the more adequate the action. The adequacy scores have
been computed as the average across human judgments obtained
via crowdsourcing (see [32]). The original dataset comprises 11050
input-output pairs.

We normalized each input and output to make it fall in [0, 1]. When
some inputs are not applicable, such as distance to the closest animal
when no animal is present or group distance when no group exists,
we normalized their value to 1. We tested our workflow on 5 dif-
ferent ReLU, where each network has 28 inputs and 8 outputs and
a different combination of number of hidden layers and nodes per
layer. We considered the following networks (we highlight in bold
the identifiers that we also use in the rest of the paper):

6x9: 6 hidden layers with 9 nodes each;
7x8: 7 hidden layers with 8 nodes each;
8x7: 8 hidden layers with 7 nodes each;
9x6: 9 hidden layers with 6 nodes each;
10x10: 10 hidden layers with 10 nodes each.

We randomly partitioned the dataset in train, validation, and test
so that they contain 8840 (i.e., 80%), 1105 (i.e., 10%), and 1105
(i.e., 10%) pairs, respectively. We used the Adam optimizer [22]
with learning rates of 0.01, 0.001, and 0.0001 and mean square er-
ror (MSE) loss function to train the networks on the normalized data
for 100 epochs and by dividing the data in batches of size 100 each.
We keep the network with minimal loss on the validation set among
the epochs, by applying an early stopping criterion of 20 epochs and
we evaluate its accuracy (at the end) on the test set. Every CEGIS
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Input Description Type Range
1 operating mode INT 0,1]
o number of people INT 0,9]
T3 number of people in group INT 0, 5]
T4 group radius FLOAT [0.5,1]
5 distance to group FLOAT [0, 6]
T6 robot within group INT 0,1]
7 robot facing group INT 0,1]
8 robot work radius FLOAT [0, 3]
g distance to closest human FLOAT [0.3,5]
10 distance to 2nd closest human FLOAT 0.3, 5]
11 distance to 3rd closest human FLOAT 0.3, 5]
12 direction to closest human FLOAT 0, 360]
13 direction to 2nd closest human FLOAT 0, 360]
T4 direction to 3rd closest human FLOAT 0, 360]
15 direction from closest human to robot ~ FLOAT 0, 360]
T16 robot facing closest human INT 0,1]
x17 robot facing 2nd closest human INT 0, 1}
18 robot facing 3rd closest human INT 0,1]
T19 closest human facing robot INT 0,1]
20 2nd closest human facing robot INT 0,1]
o1 3d closest human facing robot INT 0,1]
Too number of children INT 0, 2]
23 distance to closest child FLOAT 0.4, 6]
To4 number of animals INT 0,1]
To5 distance to closest animal FLOAT 0.4, 6]
T26 number of people on sofa INT 0,2]
o7 music playing INT 0,1]
Tog number of agents in scene INT 1,11]
Output  Description Type Range
Y1 vacuum cleaning INT 1,5]
Yo mopping the floor INT 1,5]
Y3 carry warm food INT 1, 5]
Y4 carry cold food INT 1,5]
ys carry drinks INT 1, 5]
Y6 carry small objects INT 1,5]
y7 carry big objects INT 1, 5]
Y8 cleaning or starting conversation INT 1,5]

Table 1. Input and outputs of the MANNERS-DB neural network.

iteration starts over with a new network whose weights are randomly
initialized.

We considered two properties that are examples of behavioral con-
straints on the manners of the robot.

Pi: “if the distance to the closest child is within 0.6 (meters), then
mopping the floor must be the less adequate action”;

P>: “if the distance to the closest human is within 0.6 (meters), then
the adequateness of mopping the floor must be less than or equal
to the adequateness of mopping the floor in all possible scenarios
in which the distance to the closest animal is within 0.6 (meters)”.

In this section we discuss the first property only. To formalize the
second property we need to extend our property language as we will
show in the next section.

The first property is formalized by the following formula:

Fm'e (%) Fpust (x,y)

—_———

Pi(x,y) := ((;iogxigl)mmgo.l) :>/8\y2§yi
i=1

=1

The formula F},. restricts the inputs of the network to be inside the
normalized interval [0, 1], and formalizes the constraint “distance to
the closest child within 0.6 meters” by forcing the corresponding in-
put variable 23 to be less or equal to 0.1 (i.e., 0.6 normalized). We

set up the verification phase to produce up to 50 counterexamples if
N does not respect P;. For each counterexample o we compute o’
by solving the quadratic problem:

8
. 2
min E S;
i=1

and then sample 20 additional points by adding a noise vector
to the repaired counterexample with mean of 0 and a variance and
standard deviation of 1. Notice that among all the sampled points,
we keep only those which satisfy the constraint. Thus, that hyper-
parameter to obtain the noise vector has a (usually small) impact on
the ratio of counterexamples actually added for each iteration, but it
does not affect the convergence of the method. Thus, at each itera-
tion of the CEGIS workflow we can add up to 1050 new pairs to the
dataset.

We implemented our approach in Python 3, using PyTorch 2.1.1
as the deep learning framework and Gurobi 11 [17] to solve the vari-
ous constraint satisfaction problems (see [37] for the source code).
Gurobi can also produce multiple solutions to constraint satisfac-
tion problems, a functionality that we exploited to generate multiple
counterexamples. We run our software on a High Performance Com-
puting (HPC) center using used a node equipped 2 Intel(R) Xeon(R)
CPU E5-2650 v3 2.30GHz, 1 GPU Nvidia T4 (cudadrv495), 160GB
of RAM, and running Ubuntu 20.04.3 LTS. The HPC is handled by
the SLURM workload manager [19]. We assigned the corresponding
job 20 CPU cores, 150GB of RAM, and the whole GPU of the node.

Table 2 provides a summary of the experimental results. For each
combination of property, network structure and learning rate, the ta-
ble lists the number of iterations needed to certify the network, the
total computation time, and the time spent on training, verification
and sampling (in seconds). It also provides some statistics on the
quality of the final network by comparing the loss value of the initial
network with the loss value of the final network, and by showing the
total number of new pairs added to the dataset. Each experiment is
intended with respect to one property, one network, one learning rate.

The data is aligned with property P; and P». Since the properties
are implications, most of the data satisfies them trivially by falsifying
the precondition. 98% of points satisfies P; trivially, 0.5% satisfies
P, by respecting the post-condition, and 1.5% violates the property.
For property P> we have that 94.5% of points satisfies the property
trivially, 2.7% satisfies the post-condition and 2.7% violates Ps.

In the case of property P;, we were able to certify all combinations
of network, for every learning rate, with a relatively small number of
iterations and computation time. The MSE loss of the initial network
is between 0.059 and 0.066, while the MSE loss of the final network
ranges between 0.061 and 0.067, showing that certifying P; has little
impact on the MSE loss on the test set. Moreover, the experiments
shows that changing the number of hidden layers does not seem to
affect the final loss value, nor the computation time.

8

subject to /\ o(y2) + s2 < a(ys) + s
i=1

7 Extended constraint language

As we already pointed out, the second property is not expressible
with the language proposed in Section 4. To formalize P> we need
to consider the output of the network on two different input vectors:
one that represents a scenario where the closest human is within 0.6
meters and one for a scenario where the closest animal is within 0.6
meters, and then check that the adequateness of mopping the floor
in the first scenario is less or equal to the adequateness in the sec-
ond scenario. This can be formalized by extending the formula used



1346 M. Zavatteri et al. / Automated Synthesis of Certified Neural Networks

Property | Network | Learning Rate | CEGIS Iterations | Total Time (s) | Training Time (s) | Verification Time (s) | Repair + Time (s) | Initial Loss (test) | Final Loss (test) | New Pairs
0.01 30 1334 1273 11.222 0.868 0.06 0.067 8178
6x9 0.001 65 5821 5683 33.163 1.89 0.059 0.067 20826
0.0001 34 2827 2729 17.602 1.031 0.062 0.062 10366
0.01 35 1290 1229 9.691 1.052 0.066 0.067 8839
7x8 0.001 16 858 825 9.313 0.443 0.059 0.066 4763
0.0001 21 1571 1520 8.227 0.603 0.066 0.062 6229
0.01 25 1053 1017 4.821 0.709 0.06 0.066 5542
Py 8x7 0.001 22 1360 1317 9.1 0.634 0.06 0.066 6419
0.0001 19 1461 1424 6.848 0.533 0.062 0.067 6314
0.01 23 1085 1049 3.416 0.664 0.061 0.066 5422
9x6 0.001 34 1972 1922 7.684 1.029 0.06 0.067 6793
0.0001 20 1617 1581 4.733 0.564 0.064 0.067 5986
0.01 21 855 805 22.499 0.636 0.066 0.066 4791
10x10 0.001 41 8863 3015 5771.98 1.243 0.06 0.061 12345
0.0001 17 1517 1449 38.539 0.492 0.062 0.067 5468
0.01 9 348 329 3.404 0.332 0.059 0.066 6634
6x9 0.001 11 753 721 8.15 0.416 0.059 0.078 9948
0.0001 136 51371 51005 91.485 5.586 0.06 0.161 118480
0.01 2 43 41 0.13 0.04 0.061 0.066 74
Tx8 0.001 97 23922 23599 108.857 3.817 0.06 0.113 97192
0.000T 8 617 590 5.639 0.285 0.063 0.077 6670
0.01 7 258 245 1.822 0.241 0.06 0.066 4456
Py 8x7 0.001 7 454 438 2717 0.242 0.06 0.068 5448
0.000T 4 277 266 1.799 0.121 0.063 0.07 3242
0.01 2 75 72 0.119 0.041 0.061 0.066 126
9x6 0.001 6 375 361 2.428 0.202 0.061 0.068 5666
0.000T 5 370 360 1.46 0.165 0.061 0.07 3306
0.01 2 88 86 0276 0.043 0.061 0.066 14
10x10 0.001 8 574 531 28.639 0.291 0.06 0.068 5606
0.0001 62 9354 9035 247.04 2.889 0.062 0.105 29342
Table 2. Summary of the experimental results. Network shows the size of the hidden part given in (LAYERS)x(NODES_PER_LAYER).

in Definition 1 with two copies of the network (one for each input-
output pair), and by allowing F),. to be defined on the two inputs
and F,s; on the two input-output pairs:

Fyp,(x,y,X,y') = (FN(X, y) A Fn(x',y)A

28
(/\OﬁxiS1/\0§:Jc/i§1)/\:Jc9§0.1/\x'25§0.1)

=1

Fpre(xax/)
= <y
—

Fpost (x,y,x",y")

where (x,y) is the input-output pair of the first copy of the network
and (x’,y’) is the input-output pair of the second copy. With the new
encoding, every counterexample is a pair of data points (one for each
copy of the network). When we repair the counterexample by solving
the quadratic problem:

8 8
min Z 8,2 + Z(S;)Q

i=1 i=1
subject to  a(y2) + s2 < a(ys) + s

we obtain two new data points as well. As for the first property, we
sample around the new data points to add up to 2100 new points to
the dataset.

Table 2 pictures a different situation for P compared to P;. In
this case certifying the property requires very few iterations, with
little impact on the loss, except for some combinations of network
structure and learning rate where certifying the property may require
up to 136 iterations and more than 14 hours of computation. Also,
the MSE loss of the final certified network increases significantly in
these cases (it more than doubles in the worst case).

Figure 3 shows a detailed analysis of the experiments for the
8x7 network and learning rate 0.001. Figures 3(a) and 3(b) com-
pare the training time with the verification time for each iteration
of the CEGIS workflow, for property P; and P-. The graphs are in
y-logarithmic scale, and show that the training time is currently the

boottleneck of the approach, since it is at least one order of magni-
tude greater than the verification time.

Figures 3(c) and 3(d) show the number of counterexamples gener-
ated by the verification phase and the number of new pairs added to
the dataset after the sampling phase. The number of counterexamples
is equal to the maximum of 50 in almost all iterations, except for one
iteration for property Py, one iteration for property P», and the final
iterations (where no counterexample exist since the network now re-
spect the property). For property P, the number of new pairs ranges
from 14 to 386, while for property P it ranges from 22 to 1132.

8 Conclusions and future work

We proposed a method based on the CEGIS workflow to automat-
ically synthesize certified neural networks. The certification part is
based on formal verification, whereas the overall synthesis exploits
information on counterexamples to repair them and build new input-
output pairs to add to the current dataset. An important point of our
approach is that it is modular, meaning that our approach can be ap-
plied off-the-shelf to other kinds of neural networks and properties
provided there exist a formal verification and a counterexample re-
pair part able to handle the corresponding constraints.

As future work, we will consider more complex tasks, e.g., re-
inforcement learning settings and, consequently, larger neural net-
works and more complex properties. We will also study if it is possi-
ble to extend the applicability of the proposed framework to enforce
fairness constraints, and we will explore to what extent the examples
generated to certify a specific network architecture can be reused in
other architectures. Finally, we will exploit methods to inject soft
constraints in the loss function to reduce the number of iterations re-
quired to generate a certified network, and to improve the scalability
of the framework.
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