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Abstract. Despite the plethora of resources such as large-scale
corpora and manually curated Knowledge Graphs (KGs), the abil-
ity to perform reasoning with natural language inputs over biomedi-
cal graphs remains challenging due to insufficient training data. We
propose a novel method for automatically constructing a Biomedical
Knowledge Graph Question Answering (BioKGQA) dataset sourced
from PrimeKG, the largest precision medicine-oriented KG. In total,
we create 85,368 question-answer pairs along with their respective
SPARQL queries. Our approach generates a diverse array of con-
textually relevant questions covering a wide spectrum of biomedical
concepts and levels of complexity. We evaluate our method based on
automatic metrics alongside manual annotations. We establish novel
standards tailored for KGQA systems to highlight the linguistic cor-
rectness and semantical faithfulness of the generated questions based
on extracted KG facts. The compiled dataset — PrimeKGQA — serves
as a valuable benchmarking resource for advancing knowledge-
driven biomedical research and evaluating KGQA systems.

1 Introduction

Biomedical KGs offer a powerful framework for organizing and se-
mantically linking heterogeneous biomedical data, enabling compre-
hensive exploration and analysis of the underlying biological phe-
nomena. However, the effective use of these KGs for real-world ap-
plications, such as question answering (QA) systems [22], necessi-
tates the availability of high-quality training datasets tailored to the
intricacies of the biomedical domain.

There are three main challenges in developing large-scale
bioKGQA datasets: (i) The costs of hiring annotators with pro-
fessional backgrounds are usually high. (ii) There are numerous
biomedical KGs not aligned with common (but evolving) ontologies.
For instance, DisGeNET [28] is not fully aligned with common on-
tologies such as the Human Phenotype Ontology (HPO) [6] or the
Disease Ontology (DO) [31]. (iii) Most existing automatic question-
generation algorithms require (extensive) training data. As a result,
there are only three bioKGQA datasets based on different KGs, with
a total amount of 90 question-answer pairs.
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Yet, recent advancements in pre-trained language models (PLMs)
can tackle the above challenges by guiding the generation process
with a small amount of annotated data without a costly training pro-
cess, resolving the challenges (i) and (iii), by introducing prompt-
based few-shot learning [38]. With a small number of samples rang-
ing from one to twenty per class [7], PLMs generally demonstrate a
strong capacity to generalize over unseen data.

Supporting the creation of a large-scale KG-based QA dataset
in the biomedical domain, recently, a large database was built that
integrates 20 high-quality and most cited databases in precision
medicine,' PrimeKG [8]. It focuses on ten major biological scales,
including disease-associated protein perturbations, biological pro-
cesses and pathways, anatomical and phenotypic scales, and the en-
tire range of approved drugs with their therapeutic action, consid-
erably expanding previous efforts in disease-rooted databases. The
underlying KGs of the existing bioKGQA datasets can be mapped
to PrimeKG, providing a chance to integrate the other bioKGQA
datasets, too.

Thus, we built a large-scale KGQA dataset on top of PrimeKG uti-
lizing few-shot learning on PLMs. First, we transform the PrimeKG
database into an RDF-based KG and set up a SPARQL endpoint.
Next, we follow a general triple-to-question pipeline: (i) We sample
subgraphs of specific structures from PrimeKG as reasoning paths
of the question-answer pair. (ii) The answers are selected using a
specific anchor selection strategy. (iii) The reasoning paths and the
updated answers are linearized and sent to the PLM as parts of the in-
put prompt to generate the underlying questions. (iv) We test several
PLMs and validate them on our own as well as three well-known QA
datasets. Hence, this dataset can serve as a vital resource for advanc-
ing biomedical research, enabling the development and evaluation of
QA systems that efficiently retrieve relevant biomedical knowledge.

Therefore, the contribution of this work is three-fold: (i) We
present the first large-scale biomedical KGQA dataset. PrimeKGQA
is factor 1000 larger than the second-largest KGQA dataset. (ii) We
develop a novel framework to generate questions based on the KG

1 A data and KG-centered approach to disease diagnosis and treatment that
accounts for the variability in genetics, environment, and lifestyle across
individuals
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Table 1.  Statistics of the existing BioKGQA datasets
QALD-4  Bgee-QA OMA-QA  CORDIS-QA
# g-a pairs 50 20 10 30

Underlying KG DrugBank Bgee OMA CORDIS

triples. (iii) We initiate a novel anchored answer selection strategy.
The developed model and dataset are publicly available on GitHub.

2 Related work

In this section, we review the existing bioKGQA datasets, highlight-
ing the need for new resources. We also discuss previous work on
generating questions based on triples and the metrics used to evalu-
ate the quality of these generated questions.

2.1 Existing dataset

Two major problems of existing bioKGQA datasets are, that they are
small in size and that they are built upon different KGs. Details are
listed in Table 1. Four existing public datasets BgeeQA [34], OMA
QA [34], CORDIS-QA [34] and Task 2 of QALD-4 [36] are depen-
dent on KGs of various sub-domains of biomedicine. For instance,
Bgee [3] contains information about genes and in which parts of the
body (anatomical entity) a gene is expressed or absent, while Drug-
Bank [18] is a pharmaceutical database. Theoretically, those KGs
could be mapped and grouped into a bigger KG (by ontology or
ID mapping) so that it serves as the underlying KG for all KGQA
datasets, in order to fully utilize the training data and to enhance
model generalizability. Yet, no work has been done in this direction.

2.2 BioKG

There is a growing focus on constructing large-scale biomedical
KGs by integrating resources, like BioKG [43], Hetionet [15],
OREGANO [5], and PrimeKG [8], among others. Of these, PrimeKG
stands out as one of the largest open-source biomedical knowledge
graphs, incorporating the most widely used datasets. Unlike BioKG,
Hetionet, and OREGANO, PrimeKG includes more up-to-date re-
sources such as Bgee[3], Drug Central[37], and Uberon,? making it
the most diverse dataset available to date.

The original artifacts of the PrimeKG project [8] are pub-
licly available.* They comprise the collection of build and pre-
processing scripts to compile the main PrimeKG dataset from the
respective sources, and the final data files for download. The col-
lected and integrated information stems from a variety of promi-
nent sources for biomedical data, namely Bgee,” Comparative Tox-
icogenomics Database(CTD),6 DisGeNET,7DrugBank,8 Drug Cen-
tral,” Entrez Gene,'* Gene Ontology (GO),!! Human Phenotype On-

2 https://github.com/xixi019/primeKGQG

3 https://github.com/obophenotype/uberon

4 https://zitniklab.hms.harvard.edu/projects/PrimeKG/
5 https://www.bgee.org/

6 https://ctdbase.org

7 https://www.disgenet.org

8 https://www.drugbank.com/

9 https://drugcentral.org/

10 https://www.ncbi.nlm.nih.gov/gene

11 https://geneontology.org/

tology (HPO),'> Mondo Disease Ontology,'® Reactome,'* SIDER, '’
Uberon, and UMLS.'®. The data is often in tabular form, except for
the ontologies mentioned. The PrimeKG build scripts then generate
an integrated view on the input sources with the core abstraction of
having nodes, i.e. resources with certain properties and provenance
information, and edges, which are typed relations between the nodes.
This data constitutes the main PrimeKG, yet, it is provided in CSV
format, not following the LinkedData principles.!”

2.3 Triple-to-Question Generation

Most work in triple-to-question generation follows the supervised
scheme of fitting and inferring, which means they fine-tune or pre-
train a model based on a large-scale dataset and evaluate the trained
model on the test set. GAIN [33] fine-tunes a T5 model [29], to
convert two node triples from freebase to natural questions. Fock
(2022) [12] fits triples and quadruples, extracted from a temporal
KG, YAGOL11k (a subset of YAGO3 [23]) into pre-defined ques-
tion templates. JointGT [17] adds structural information of the in-
put triple to the transformer layer and separates text generation into
three sub-tasks to further pre-train the transformer models. Han and
Gardent (2023) [13] designed a multitask model capable of gener-
ating questions from both textual and graphical inputs. They vali-
dated the generated questions by testing whether the corresponding
answers from open-domain QA models based on the questions match
the gold standard answer. Han, Ferreira, and Gardent (2022) [14] pre-
trained BART [20] for the triple-to-question task, incorporating two
additional pieces of information: question type and property informa-
tion from the underlying knowledge graph. Kumar et al. (2019) [19]
feed the textualized graph to an encoder and decoder-based trans-
former with embedded answers and difficulty estimation to generate
complex questions. Cheng et al. (2021) [10] fine-tune GPT-2 on a
self-constructive dataset for guiding the model to rewrite the simple
questions into difficult questions.

Note that Rangel et al. (2024) [30] utilize an automatic process to
generate a large-scale biomedical KGQA dataset over Bgee. Yet, it
is neither clear how the corresponding questions are generated, nor
could we find the dataset under the given URL in their brief report.

All these supervised learning approaches use large training data
and, thus, are not applicable in our case, where training data is
hard to obtain due to high cost. Additionally, there are no existing
triple-to-questions models in the biomedical domain and the avail-
able bioKGQA datasets are severely undersized for supervised train-
ing. Therefore, we decide to explore the power of few-shot learning
using PLMs to synthesize a sufficiently large-scale dataset that is an-
chored in explicit domain facts.

2.4 Evaluation Metrics

There are two assessment strategies for examining quality and suit-
ability: automatic evaluation and human evaluation [26]. Automatic
evaluation metrics can be categorized into m-gram metrics, task-
specific metrics, and information extraction metrics [26]. 15 metrics
are adopted in triple-to-question research, with the top three being
BLEU [27], METEOR [2] and ROUGE [21], which are established

12 https://hpo.jax.org/app/

13 https://mondo.monarchinitiative.org/

14 https://reactome.org

15 http://sideeffects.embl.de/

16 https://www.nlm.nih.gov/research/umls/index.html
7 https://www.w3.org/DesignIssues/LinkedData.html
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n-gram-based metrics for evaluating text generation quality. Thus,
we will use these three to evaluate our approach.

As for task-specific metrics, embeddings or PLM-based metrics
are used for enhancing the semantic alignment between text and the
reference [25]. This is compliant with our use case since we want
semantically aligned and linguistically varied question-answer pairs
for the generalization capacity of the QA systems. Therefore, we also
adopt BERTScore [42] and BLEURT [32] in the evaluation, which
are the popular metrics under this category. Note that BLEURT is
a learned metric that measures both fluency and the correspondence
of the generated question to the reference in terms of the semantic
meaning. It is a BERT model pre-trained on a synthetic sentence pair
dataset and then fine-tuned based on public human ratings. The range
of BLEURT is between -2 and around 1. The closer the score is to 1,
the better the quality of the prediction is.

The information extraction metrics focus on content selection of
the systems, often when multiple records are used as prediction se-
quences. Most of the question generation datasets do not contain
multiple references. Therefore, this strategy is discarded.

Human evaluation is usually included since it is more precise in
terms of semantic coherence, mismatch of the numerical values, and
complexity. However, there are no established or unified standards
for (costly) manual evaluation and different studies use various word-
ing for a diverse range of aspects. According to a review paper in nat-
ural language generation [26], Fluency, Grammaticality, Correctness,
Adequacy, Coherence, Faithfulness, Naturalness, Conciseness, and
Similarity are the top 10 indexes used in NLG publications, with flu-
ency being the most used standard. Based on those metrics, we con-
clude three with consideration to our dataset evaluation: Consistency,
Grammaticality and Coverage. This is explained in Section 4.4.

3 Method

Based on PrimeKG, we aim to facilitate a generalizable approach for
generating comprehensive KGQA datasets. Additionally, we aim to
address energy efficiency concerns in the age of PLMs, which have
significant requirements for training resources, leading to consider-
able carbon dioxide emissions. To achieve these goals, we propose a
training-free and knowledge graph-independent method. On top, this
method can be easily adapted to any knowledge graph of the user’s
choice, enhancing its flexibility and usability.

An illustration of our pipeline is shown in Figure 1. We first con-
vert PrimeKG to an RDF KG which can be accessed via SPARQL.
Then this SPARQL endpoint is used to extract the 2- to 4-node-
subgraphs based on network motifs [24]. The subgraphs/triples are
then linearized, i.e. transformed from formal KG triples into sen-
tences, as part of the input for the PLM for generating the ques-
tions. On the other hand, based on the generated triples, we design
SPARQL templates which take the entity and relations from each
question to form a corresponding SPARQL query. And this query is
then run against the endpoint to extract correct answers. For each
subgraph, we collect the generated questions, SPARQL queries, and
the answers as KGQA pairs.

3.1 Building an RDF KG for PrimeKG

The main motivation for developing an RDF-based KG is to build
the downstream Al tasks (e.g., question answering, search engine,
etc.) on established and standardized protocols and formats and to
be able to ease further integration steps with other RDF-based data
sources. To represent the original PrimeKG resources, as well as the

) Network LLM .
PrimeKG Motifs Prompts Question
GraphDatabase Linearization
. Subgraph )
Endpoint extraction Triples
Template

Endpoint
SPARQL L Answer

Figure 1. Our pipeline for automatic generation of PrimeKGQA. The pink
blocks are the composing elements of the dataset, i.e., question in natural
language, SPARQL query, and correct answer from the KG.

relations between them in a unique way, a generic IRI scheme was
applied, with the node IDs, resp. relation type strings, becoming the
local parts of the IRIs. The original PrimeKG CSV files were then
translated to RDF straightforwardly with relations between resources
becoming object properties, any selected additional resource features
becoming literals assigned to resources via datatype properties, and
the resource types are assigned by means of rdf : type triples. In
the current version, the relation types are not translated to RDF, as
this would require RDF reifications which were considered too costly
in terms of the storage overhead. We filtered out any MONDO group
resources from the original PrimeKG dataset as they are essentially a
collection of actual MONDO classes, which represent a new concept
without an unique identifier. These resources were removed as they
do not fit our downstream processing workflow. The generated RDF
triples were then loaded into a triple store to make them publicly
accessible via SPARQL.'® The number of triples in the triple store
amounts to 8,580,967.

3.2 Subgraph Generation

To generate prompts which in turn should generate questions from
triples, we need to extract subgraphs from PrimeKG. We sample
triples with the numbers of nodes ranging from 2 to 4 using triple
templates, namely, network motifs [24]. We focus on 2- to 4-node
subgraphs for the following two reasons. (i) A comprehensive KGQA
dataset typically consists of both simple and complex questions to
enhance the model’s ability to generalize across various complexi-
ties. The categorization of questions into simple and complex is based
on the number of hops. Questions involving 1-hop patterns are con-
sidered simple, whereas those involving patterns with two or more
hops are deemed complex, corresponding to 2-nodes and 3-nodes or
more in the triples, respectively. (ii) We analyze a real-world biomed-
ical QA dataset, BioASQ [35], which comprises questions with the
most common number of entities ranging between two to four per
question. Since the BioASQ dataset lacks named entity recognition
(NER) annotations, and existing biomedical NER tools vary in gran-
ularity, we aim to compare the number of entities detected by tools
designed for both fine and coarse granularities. Therefore, our ap-
proach begins by running two open-source biomedical named entity
tagging tools with different granularities for the scientific and clin-

18 http://sems-coypu-4.informatik.uni-hamburg.de:8890/sparql/
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ical subdomain in biomedicine.'”* The results indicate that most
manually curated questions contain around two to four entities. Con-
sequently, we utilize subgraphs with two, three, and four nodes as the
underlying triples.

Sampling based on network motifs allows us to include diverse
and complicated reasoning paths. Network motifs are well-defined
network structures used across many fields of science, such as the
World Wide Web, networks from biochemistry, neurobiology, ecol-
ogy, and engineering [24]. Motifs are patterns of interconnections oc-
curring in complex networks at numbers that are significantly higher
than those in randomized networks.

As for 2-node-subgraphs, there is only one pattern, as can be seen
in Figure 2, since we do not consider cyclic graphs. In terms of 3-
node-subgraphs, according to Milo et al. (2022) [24], there are 13
types, as shown in Figure 2. Certain types of them contain fully con-
nected graphs. The extracted triples in this structure are, despite be-
ing meaningful subgraphs, hard to convert into a valuable question
in the later step. For instance, type 5 (N3_5 in Figure 2) is a graph
G, formally written as G = (V, E), with V denoting a set of nodes
x1, T2, T3, E denoting a set of edges {(z1, x2), {(x3, z2), (T3, 1) |
Z1 # T2,x1 # x3,T2 # x3}. Under such a triangular structure, we
observe that inevitably one edge would not be connected directly to
a certain node in the graph. For instance, (z3,x1) is not related to
node x1. In this case, the edge is not needed to generate a reasoning
path to the question node, i.e., the information needed to generate
a path is the same as contained in the fourth structure of 3-node-
subgraph (denoted as N3_4 in Figure 2). And this shall hold for all
the triangular-shaped subgraph patterns. Therefore, we decide to dis-
card seven motifs, leaving only six as plausible motifs, due to the
occurrence of the pattern. Also, we remove the subgraphs with du-
plicate edges.

AR N
B e bl

N3_7 N3_10 N3_11 N3_12

e o

NMONKNN

N4_1 N4,

Figure 2. All types of network motifs for graphs with node numbers from
two to four. N3_1 stands for “node number 3 subgraph type 1”. Note that for
3-node-subgraphs, we discard N3_5, N3_6, N3_9, N3_10, N3_11, N3_12
and N3_13.

Regarding 4-node motifs, the number of possible motifs explodes,
factoring the count of the possible 3-node-subgraph motifs. The ba-
sic structures of the motifs are listed in Figure 2, according to [1].
However, according to our statistics real-world QA datasets, 4-node

questions are not the majority of the whole corpus, taking up 0.04%
and 0.19% according to different NER tagging tools. Consequently,
we only sample motifs 1 (N4_1) and 2 (N4_2) amongst the set of 4-
node motifs listed in Figure 2 and abandon other types for the same
reason as explained for 3-node-motifs.

Based on those motifs, we generate SPARQL queries to extract
subgraphs from the PrimeKG. An example SPARQL query based on
the type 1 motif for 3-node-subgraph is illustrated in Figure 3:

SELECT
DISTINCT ?subj ?propl ?obijl ?prop2 ?TobijZ
WHERE {{

?subj Ppropl 7obijl.

7subj FpropZ 7obiji.

1}

Figure 3. An example SPARQL query.

Note, we also make use of the BIND (), RANDOM() and
FILTER () functions to extract more diverse subgraphs and exclude
terminological information. An example SPARQL query is contained
in our project repository on GitHub.?! In total, we have nine motifs
from which we extract 90,000 subgraphs.

3.2.1 Answer selection

Most of the work on triple-to-question generation or automatic
KGQA construction chooses the tail entity as the answer. In a KG,
a triple is formed by a relation r connecting two entities h and .
It is noted as (h,r,t), where h is the head entity, and ¢ is the tail
entity with h,t € V and » € E. Hence, the generated dataset is
usually homogeneous and the reasoning path is easier to learn for the
model. Besides, most of the answers are only nodes, sofar the edges
are ignored in the subgraphs, which are also important in compos-
ing the subgraphs and reasoning path. Therefore, we decide on an
anchor answer selection strategy. First, we include both edges and
nodes. Second, we choose the edges or nodes with the highest con-
nectivity in the graph. Specifically, we locate the node with at least
two outgoing/incoming edges. Next, the chosen nodes and the edges
are combined into a candidate answer list. We randomly sample one
entry from the candidates list to be the designated answer. Based on
the subgraph and the answer, a SPARQL query is formatted with the
answer masked. This SPARQL query is used for SPARQL validation.

3.2.2 SPARQL validation

We utilize the SPARQL queries generated in the last step for extract-
ing the answer from the PrimeKG. When the answer from the end-
point differs from the one extracted from the subgraph, we update
the answer by the answers extracted from the SPARQL endpoint.

3.3 Question Generation

The input of this triple-to-question task is a subgraph G; = (V;, E;)
and an answer a; € GG;. We evaluate various prompts and incremen-
tally add settings such as one-shot, few-shot, and chain-of-thought
(CoT) [39]. We collect the output and evaluate a few samples manu-
ally to choose the best settings. Upon initial exploration and experi-
mentation, we narrow down the set of experiments. Our experiments

19 https://huggingface.co/d4data/biomedical-ner-all
20 https://huggingface.co/Clinical-AI-Apollo/Medical-NER

21 https://github.com/xixi019/primeKGQG/blob/main/primekg/appendices.

pdf
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show that enclosing edges and nodes in brackets (e.g., [nasal cav-
ity epithelium] [presents the expression] [Anterior segment of eye
aplasia]) in CoT prompts yields the most faithful and grammatically
fluent results. An example of our final prompt setting can be found in
the project repository on GitHub. We set up three metrics to check the
question quality: Grammaticality, Coverage, and Consistency. They
are explained in Section 4.4. We test ChatGPT,? Mistral,”® [16] and
a LLaMA-based medicine-PLM (med-PLM) [9].2* We keep the ini-
tial prompt as the baseline and the best group of prompt settings for
generating the actual dataset.

4 Evaluation

We evaluate our model and the generated dataset using both auto-
matic and manual metrics. We use Mistral [16] without few-shot
samples, bracket, and CoT in the prompts as the baseline. Similar
to the past work on question generation, and due to a lack of testing
bioKGQA datasets, we examine the model on KGQA datasets in the
encyclopedic domain. For manual evaluation, we sample from the
generated dataset and ask three experts (two biologists and one IT
expert) to annotate the samples. The sample size is 90 (10 samples
from each type of network motif) due to the high annotation costs.

4.1 Dataset Description

We use SQB [40], LC-QuAD [11], and WebquestionSP
(WebQSP) [41] as the testing dataset since they cover simple
and complex triples. Each dataset includes a natural language
question, an answer, and a query based on Freebase or DBpedia. The
questions from SQB and LC-QuAD are created by filling the entity
and relations in question templates, while WebQSP is generated by
annotating the natural language questions against a KG.

To obtain the input subgraph, we first process the SPARQL queries
or the inference path (i.e., reasoning path) in the dataset, including
the removal of namespace prefixes, converting IRIs to correspond-
ing entity names, linearizing the relation representation, etc. Detailed
statistics of the datasets can be accessed in Table 2.

Table 2. Statistics of the evaluation. Simple and Complex stand for simple
and complex questions in the dataset. Paraphrase indicates whether the
edges and nodes in the triple are replaced by the synonyms in the generated
question, which makes it harder for the model to generate a similar question
based on n-gram metrics. We use the test/validation sets for evaluation.

Simple  Complex Eval_size Rephrase = Template
SQB v X 21,483 v v
LC-QuAD v v 2,000 4 v
WebQSP v v 1,639 v X

4.2  Automatic Evaluation

Our methods are compared to GAIN [33], which is tested on the same
datasets (SQB, LC-QuAD, and WebQSP). We intended to compare
our approach to DiffQG [4], however, we were unable to obtain the
necessary resources and models from the authors. The evaluation re-
sults show that our method significantly improves upon the baseline
across all three datasets. The settings used in our best-performing
model outperform GAIN by a large margin on most evaluation met-
rics across almost all datasets, except for SQB. This difference can

22 https://platform.openai.com/docs/models/gpt-3-5-turbo
23 https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-v0.1
24 https://huggingface.co/AdaptLLM/medicine-LLM

Table 3. Evaluation result of different methods on SQB

Result BLEU ROUGE METEOR BS BLEURT
GAIN 0.3060 0.5927 0.5361 0.8709 -0.2934
med-PLM.  0.0750 0.4507 0.4744 0.8208 -0.4904
Mistral 0.0520 0.4020 0.4502 0.8140 -0.4423
baseline 0.0198 0.2501 0.3340 0.7674 -0.9215

Table 4. Evaluation result of different methods on WebquestionSP

Result BLEU ROUGE METEOR BS BLEURT
GAIN 0.0585 0.4790 0.4110 0.8320 -0.3213
med-PLM  0.0487 0.4471 0.4929 0.8785 -0.1675
Mistral 0.0151 0.3710 0.4528 0.8460 1.0370
baseline 0.0108 0.3046 0.4201 0.8075 -0.5606

primarily be attributed to SQB being a dataset comprised solely of
2-node triple-to-question pairs, with shorter question text lengths. In
contrast, our models tend to utilize all information from the triple and
generate longer questions that are semantically more faithful to the
original questions. For datasets with more complex questions (LC-
QuAD and WebQuestionsSP), our models demonstrate better perfor-
mance. This would be further explained in Section 4.5.

Automatic Metrics As mentioned in Section 2.4 We utilize both
n-gram and PLM-based metrics. n-gram based metrics include
BLEU, METEOR, and ROUGE. As for PLM-based metrics, we uti-
lize BERTSCORE(BS) and BLEURT.

4.3  Automatic Evaluation Result and Analysis

The performance of GAIN and the performance of our methods over
three different PLMs are listed in Table 3, Table 4 and Table 5. The
best performances are marked in bold. We also explain why on SQB
our methods are worse than GAIN.

Note that for the dataset SQB, we turn the relational facts from
Freebase into a triple format to include structural and domain
knowledge, which shows improvement in several metrics than non-
relational included counterparts.

Overall, med-PLM has the best performance overall metrics across
different datasets. On SQB, med-PLM has a similar score compared
to the best GAIN model. In terms of WebquestionSP, med-PLM has
the highest score on METEOR and BS, with a small difference (less
than 0.15) on BLEU, ROUGE, and BLEURT. As for LC-QuAD,
med-PLM performs the best across all metrics with a big margin.

Upon n-gram-based metrics, for all the evaluated models there
is still room for improvement. This might be due to the para-
phrasing applied in the original dataset generation process. For
instance, in SQB, the question “What is a hong kong net-
flix film?” is related to triple: “hong kong” (head entity), “me-
dia_common.netflix_genre.titles” (relation), “Saviour of the Soul”
(tail entity and answer). Note that this pair is problematic since
the tail entity is not the only node corresponding to the reasoning
path.® To predict the mention of “film” from the relation “me-
dia_common.netflix_genre.titles” seems to be a daunting task for
PLMs in general, since different subchunks of the relation can all be
suitable for generating such a question. The predictions of the PLM
for this triple vary from:

25 There are multiple entities connected to the entity “Hong Kong” by
the relation “media_common.netflix_genre.titles” in Freebase. The answer
should be validated by running SPARQL queries which correspond to the
reasoning path and extract the connected tail entities. This problem is fixed
in our dataset creation process by the SPARQL validation step.
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Table 5. Evaluation result of different methods on LC-QuAD

Result BLEU ROUGE METEOR BS BLEURT
GAIN 0.0692 0.3575 0.2396 0.8008 -0.7671
med-PLM  0.1649 0.4151 0.4314 0.8399 -0.4550
Mistral 0.0822 0.3440 0.3651 0.8249 -0.6351
baseline 0.0590 0.2756 0.3309 0.7601 -0.8353

“what is the title of hong kong” (GAIN)

o “Which Hong Kong action film from the 1990s was particularly
popular and went by the name Saviour of the Soul?” (baseline)

o “What is an example of a popular Hong Kong TVB drama series
from the 1990s?” (Mistral)

o “What is the title of the movie that is available on Netflix and is
set in Hong Kong?” (med-PLM)

e “what is a hong kong netflix film?” (reference)

As humans, we can discern that med-PLM preserves the closest se-
mantic meaning to the original sentence. However, because n-gram-
based metrics assess similarity on the string-based gram level and
disregard contextual meaning, the scores are relatively low.

This example also explains why our models are worse than GAIN
on SQB. From our observation of the generated questions, the PLMs
we use tend to produce lengthy questions, which can contribute to
low scores on BLEU, METEOR, and ROUGE, since on SQB the
question spans are relatively short. Meanwhile, GAIN is optimized
for SQB, resulting in shorter generated text. Besides, GAIN effec-
tively learns the template after the fine-tuning, resulting in better
performance on SQB. Mistral and med-PLM, on the other hand,
have not been specifically optimized for simple or complex questions
and strive to retain all the information provided to preserve seman-
tics. Consequently, they achieve relatively low scores across differ-
ent metrics for SQB, as the reference questions in SQB have shorter
spans. However, for LC-QuAD and WebQuestionsSP, which contain
both simple and complex triples and reference questions with longer
text spans, our models have better scores.

4.4 Manual Metrics

As discussed in the related work, we have scrutinized the existing
manual evaluation metrics and identified key indices that are perti-
nent to the demands of a comprehensive KGQA dataset. Specifically,
we find that Consistency, Grammaticality, and Coverage are essential
for nurturing high-performing KGQA systems.

Consistency pertains to the fidelity of the generated question
with respect to the provided answer. Annotators are tasked with as-
sessing the alignment between questions and the designated answer
node/edge extracted from the SPARQL endpoint. This evaluation cri-
terion is pivotal for determining whether the generated question can
be effectively answered and accurately reflects real entities or rela-
tionships within the original subgraph. For example, given the sub-
graph with the head entity “muscle organ”, relation “is associated
with”, and tail entity “esophagus carcinoma in situ” (the answer), a
question such as “What are the possible associations of muscle or-
gan with esophagus carcinoma in situ?” would be deemed incorrect,
as it focuses on the relation rather than the tail entity. A preferred for-
mulation would be “What are the possible associations of the muscle
organ?” which directly targets the tail entity.

Grammaticality assesses whether the question adheres to linguis-
tic correctness in terms of vocabulary, grammar, and structure. This
criterion is crucial for ensuring that questions are understandable and
interpretable by domain experts.

Table 6. Aggregated annotation result on the sample question pair.

Grammar

0.6111

Coverage

0.7555

Consistency

0.4555

Evaluation scores

Table 7. The detailed scores from different annotators

Grammaticality = Coverage  Consistency
Biologist-1 55 8 24
Biologist-2 22 33 41
IT Expert 55 61 16

Coverage evaluates the fidelity of the generated question to the
underlying subgraph or reasoning path. This aspect is vital for our
KGQA dataset, as many KGQA systems, whether based on informa-
tion retrieval or semantic parsing, heavily rely on the alignment be-
tween natural language questions and reasoning paths. For instance,
a 2-hop subgraph should not be associated with a 1-hop question.

These standards are also highlighted as the weak points of cur-
rent PLMs in the sense that the hallucinated generation of the model
would be detected as false. Model hallucination is a focus of eval-
uation on the generated text by big models nowadays. In the context
of triple-to-question, hallucination refers to the generation of content
that lacks fidelity or is not supported by the source data provided. In
this work, hallucination can be seen as a divergence of the generated
questions to the input: i.e., the corresponding subgraph and the an-
swer, which are the consistency and coverage in our manual metrics.

4.5 Manual Evaluation Result and Analysis

We ask three English-proficient annotators to independently pro-
vide feedback on each generated question based on the following
three criteria, including two biomedical experts and one IT expert.
The unannotated sample can be found in our project repository on
GitHub. We aggregate the result and list it in Table 6. A detailed
score from the annotators is also illustrated in Table 7.

As can be seen in Table 6, we have relatively high scores for Gram-
mar and Coverage, while Consistency appears to be lower compared
to the other two metrics. This can be due to the complexity of reason-
ing: Questions that follow a reasoning path often require understand-
ing complex relationships, concepts, and logical structures within
the graph. In the context of KGQA, the reasoning path refers to the
multiple-fact triples in the KG corresponding to capturing this com-
plexity. Replicating it in a question generation system can be difficult
even for the PLM, especially for open-ended or higher-order thinking
questions. Reasoning has always been proven challenging for PLMs
and they’re not optimized for this special task.

While Grammaticality and Coverage seem relatively satisfactory,
efforts could be directed towards enhancing Consistency, possibly
through refining the generation process or providing more context
for the generated content or some post-editing/filtering techniques.

4.6 Inter-Annotator Agreement

We utilize Fleiss’ Kappa as the metric for checking the reliability,
i.e., coefficients of agreement among our annotators. The x score for
each metric is listed in Table 8.

The measured agreement is rather low, showing a disparity be-
tween annotators. Biologist-1 and the IT Expert have given higher
scores for Grammaticality compared to Biologist-2. There’s some
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Table 8. « scores for the Grammaticality, Coverage and Consistency

metrics
Grammaticality =~ Coverage  Consistency
K 0.12 0.17 0.15

Table 9. The distribution of questions based on the number of nodes in
their corresponding subgraphs. Also, the total number of relations (# rel.)
and entities (# ent.) are listed.

2-node  3-node 4-node #g-a # rel. #ent.
pairs
Train 57769 34,118 11,333 51,220 131,775 263,792
Test 1,955 11,272 3,847 17,074 44,035 87,786
Val. 2,008 11,276 3,790 17,074 43,932 87,840

disparity between annotators, especially evident in the Grammatical-
ity and Consistency scores.

The disparity can be attributed to external reasons. This can be
due to the inexperience of the biologist experts hired who have lim-
ited knowledge in annotating an NLP dataset and with KGs. On the
other hand, the IT Expert gives a Grammaticality score similar to
Biologist-1 and a different score in Consistency. This is mostly due
to the lack of domain knowledge in the biomedicine domain to match
the concept in the question and answer. Nonetheless, we decided to
base our quality analyses on the majority vote. On this basis, we did
not deem it necessary to remove any examples for a lack of quality.

5 Generated Dataset

In total we have 85,368 question-answer pairs, since we filter out
MONDO group resources from PrimeKG, as explained in Sec-
tion 3.1. The generated dataset is partitioned into train, test, and val-
idation set with a ratio of 6:2:2.

5.1 Statistics

The numbers of 2-node, 3-node, and 4-node based questions,
question-answer pairs, relations, and entities in each separation are
exhibited in Table 9.

The majority of questions in each subset has 3 nodes, followed
by 2-node and 4-node questions. As the number of nodes in the
subgraph increases, the number of questions decreases, which is ex-
pected as subgraphs with more nodes are likely to be less common
or more complex. This also aligns with the analysis from the ex-
isting biomedical QA datasets. The distribution of questions across
different node counts is consistent across subsets, indicating that
the dataset is well-balanced in terms of subgraph complexity across
training, testing, and validation sets. This will ensure representative
sampling during different stages of developing a model, such as train-
ing and testing.
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7 Conclusion and Future Work

In this paper, we introduced a novel approach for addressing
the challenge of generating high-quality question-answer pairs for
BioKGQA systems. Leveraging PLMs and the PrimeKG, we devised
a methodology to automatically construct a large-scale BioKGQA
dataset. Our approach resulted in the creation of PrimeKGQA,
a benchmarking resource comprising 83999 question-answer pairs
alongside their corresponding SPARQL queries. This is so far the
largest dataset in BioKGQA and is 1000 factors more than the second
biggest dataset in this domain. Through a rigorous evaluation process
involving both automatic metrics and manual annotations by domain
experts, we established novel standards tailored specifically for as-
sessing the linguistic correctness and semantic faithfulness of the
generated questions. This ensures that PrimeKGQA serves as a re-
liable benchmark for evaluating the performance of KGQA systems
in the biomedical domain. On top, the dataset generation framework
is training-free, adaptable to other domains, and supports evolving
KGs, making it suitable for automatic dataset generation across var-
ious fields for automatic dataset generation.

While our work represents a significant step forward in address-
ing the dearth of large-scale BioKGQA datasets, several avenues for
future research and improvement remain: Refined Question Gener-
ation, i.e., investigating methodologies to refine the generated ques-
tions, enabling examination of the output in desired dimensions and
facilitating post-editing strategies for error correction. Application-
oriented Evaluation, i.e., conducting current KGQA systems using
PrimeKGQA to assess their effectiveness in supporting real-world
biomedical tasks, such as clinical decision support and drug discov-
ery.
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