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Abstract. As a novel 3D scene representation, semantic occupancy
has gained much attention in autonomous driving. However, exist-
ing occupancy prediction methods mainly focus on designing better
occupancy representations, such as tri-perspective view or neural ra-
diance fields, while ignoring the advantages of using long-temporal
information. In this paper, we propose a radar-camera multi-modal
temporal enhanced occupancy prediction network, dubbed TEOcc.
Our method is inspired by the success of utilizing temporal infor-
mation in 3D object detection. Specifically, we introduce a tem-
poral enhancement branch to learn temporal occupancy prediction.
In this branch, we randomly discard the t − k input frame of the
multi-view camera and predict its 3D occupancy by long-term and
short-term temporal decoders separately with the information from
other adjacent frames and multi-modal inputs. Besides, to reduce
computational costs and incorporate multi-modal inputs, we spe-
cially designed 3D convolutional layers for long-term and short-
term temporal decoders. Furthermore, since the lightweight occu-
pancy prediction head is a dense classification head, we propose
to use a shared occupancy prediction head for the temporal en-
hancement and main branches. It is worth noting that the temporal
enhancement branch is only performed during training and is dis-
carded during inference. Experiment results demonstrate that TEOcc
achieves state-of-the-art occupancy prediction on nuScenes bench-
marks. In addition, the proposed temporal enhancement branch is
a plug-and-play module that can be easily integrated into existing
occupancy prediction methods to improve the performance of occu-
pancy prediction. The source code and models will be released at
https://github.com/VDIGPKU/TEOcc.

1 Introduction

Three-dimensional occupancy prediction is a novel and important
task for modern autonomous driving perception systems [27]. Com-
pared to common 3D object detection, occupancy can represent ob-
jects in arbitrary shapes with continuous 3D grid cells and semantic
labels. Thus, it can provide fine-grained geometry details, including
the specific shape of the foreground object and the concrete geometry
of the surrounding background in the whole scene for better percep-
tion [26]. Besides, it is not insurance enough for autonomous driv-
ing scenarios to recognize all predefined objects encountered during
training [1]. Unseen objects may appear on the road and collide with
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Figure 1. Differences between HoP and the proposed TEOcc. TEOcc
uses independent long-term and short-term temporal decoders for 3D voxel
feature generation and a shared head for occupancy prediction. Besides,
TEOcc can incorporate radar-camera multi-modal inputs.

the self-driving vehicle. In this situation, 3D occupancy can present
novel objects with non-empty grid cells and the ’others’ category,
avoiding collision.

Current multi-view camera-based occupancy prediction meth-
ods mainly focus on how to represent occupancy, including vox-
els [31], bird’s-eye-view (BEV) [7], tri-perspective view [12], and
neural radiance fields (NeRF) [22]. Some of them use hierarchi-
cal representations to obtain fine-grained occupancy features from
the coarse features [27]. Although numerous occupancy prediction
methods [3, 27, 12, 17, 24] have been proposed, they have little ex-
ploration in long-term temporal modeling, which achieves great suc-
cess in 3D object detection [8, 15, 19, 23, 29]. For instance, HoP [34]
is an effective temporal modeling technique in 3D object detection. It
generates a pseudo Bird’s-Eye View feature of timestamp t− k from
its adjacent frames and utilizes this feature to predict the object set at
timestamp t−k in the training stage. However, HoP is only designed
for BEV-based camera-only 3D object detection methods. It cannot
be directly applied to the multi-modal occupancy prediction task be-
cause of different feature representations and complex multi-modal
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inputs.
To this end, we propose a radar-camera multi-modal occupancy

prediction network with a temporal enhancement branch, named
TEOcc, Specifically, in the temporal enhancement branch, we ran-
domly mask one frame of the temporal multi-view camera inputs and
generate its pseudo features with a long-term and short-term tempo-
ral decoder. Note that we only perform the temporal enhancement
branch during training. Thus, no extra overheads are introduced dur-
ing inference. Different from HoP, to reduce training costs and com-
bine radar features, we design long-term and short-term temporal de-
coders with 3D convolutional layers. Besides, HoP concatenates fea-
tures of long-term and short-term temporal decoders to produce one
pseudo feature, while TEOcc uses independent temporal decoders
to generate two pseudo features. Furthermore, we propose to use a
shared 3D occupancy prediction head for two pseudo features and the
main branch to predict corresponding occupancy results. The reason
is that the occupancy prediction head is more like a dense classifica-
tion head, which maps voxel features to semantic results. Thus, using
a shared occupancy prediction head for all features can learn a better
mapping.

The main contributions of this work are summarized as follows:

• We propose TEOcc, a radar-camera multi-modal temporal en-
hanced occupancy prediction network, which extends HoP to the
multi-modal occupancy prediction task.

• Different from HoP, we use hand-craft long-term and short-term
temporal decoders to independently predict occupancy with a
shared occupancy prediction head.

• Building upon the current competitive 3D occupancy prediction
method, TEOcc achieves state-of-the-art 3D occupancy estimation
performance on the nuScenes dataset.

2 Related Works

2.1 3D Occupancy Prediction

The ability to forecast 3D occupancy, creating a comprehensive 3D
voxel-based semantic depiction of a scene, is demanding and suited
for autonomous driving systems. The emergence of Occ3D-nuScenes
dataset [27] provided a fine-grained 3D occupancy ground truth and
sparked more exploration in this field. Recently, several occupancy
prediction methods have been proposed.

For point-based methods, S3CNet [4] formulates a sparse
convolution-based neural network that deals with the sparsity of
large-scale environments and predicts the semantically completed
scene from the LiDAR point cloud. AIC-Net [14] presents an
anisotropic convolutional network with adaptability to dimensional
anisotropy and implicitly enables 3D kernels with varying sizes.
Local-DIFs [25] produces a representation for 3D scenes by deep im-
plicit functions with spatial support and generates point-like training
targets from LiDAR data. More recently, PointOcc [35] introduces
a cylindrical tri-perspective view to represent point clouds for occu-
pancy prediction. OccWorld [32] proposes to learn the movement of
the ego car and the evolution of the surrounding scenes simultane-
ously with a world model.

For camera-based methods, MonoScene [3] utilizes 3D Context
Relation Prior and 2D-3D U-nets to enhance spatial-semantic aware-
ness. SelfOcc [11] explores a self-supervised way to learn 3D occu-
pancy using only video sequences. OccFormer [31] designs a dual-
path transformer network to effectively process the 3D volume for se-
mantic occupancy prediction. FB-OCC [17] proposes a bidirectional

projection framework to utilize both forward and backward projec-
tion and avoid their limitations, obtaining better dense representation.
TPVFormer [12] introduces a tri-perspective view as a new repre-
sentation to depict the 3D scenes for predicting semantic occupancy.
SurroundOcc [30] designs a pipeline to generate dense occupancy
ground truth by fusing multi-frame LiDAR scans of dynamic objects
and static scenes separately. RenderOcc [22] attempts to train multi-
view 3D occupancy networks solely using 2D labels via volume ren-
dering. Univision [6] simultaneously handles occupancy prediction
and object detection utilizing a unified representation. FastOcc [7]
accelerates the model while keeping its accuracy by replacing the
time-consuming 3D convolution network with a novel residual ar-
chitecture, where features are mainly extracted by a lightweight 2D
BEV convolution network.

In contrast, our proposed TEOcc introduces temporal information
in occupancy prediction via temporal enhancement and presents a
radar-camera multi-modal occupancy prediction network.

2.2 Temporal Modeling in 3D Object Detection

Motion information has been extensively explored to improve per-
formance with temporal cues in the 3D object detection task. BEV-
Former [16] designs the temporal self-attention mechanism to dy-
namically fuse the previous BEV features by deformable atten-
tion [33] in an RNN manner. BEVDet4D [8] introduces the tem-
poral modeling to lift BEVDet [10] to spatial-temporal 4D space.
BEVStereo [15] proposes a dynamic temporal stereo technique for
tackling the ill-posed issue of depth perception. STS [29] brings
the temporal stereo technique in multi-view 3D object detection to
facilitate accurate depth learning and 3D detection. SOLOFusion
[23] utilizes a multi-view stereo (MVS) method to process high-
resolution short-term images and then warp low-resolution long-term
BEV features to produce a fused temporal BEV feature. PETRv2
[21] extends the position embedding transformation to temporal rep-
resentation learning. HoP [34] encourages more accurate BEV fea-
ture learning via performing object detection in the historical frame.
More recently, StreamPETR [28] proposes to utilize sparse object
queries as intermediate representations to capture temporal informa-
tion. SparseBEV [20] incorporates an adaptive spatio-temporal sam-
pling module to perceive the BEV and temporal information dynam-
ically.

These methods show great effectiveness for 3D object detection.
However, few attempts have been made to explore temporal enhance-
ment techniques for better perception performance in the 3D occu-
pancy prediction task. Our proposed TEOcc tries to address this de-
ficiency.

3 Method

3.1 Overall Architecture

Our overall architecture is shown in Figure 2. Specifically, we first
extract multi-frame 3D volume features with the image encoder
and view-transformation module. Meanwhile, we extract radar voxel
features with a radar encoder. Then, in the temporal enhancement
branch, we discard the image feature of the selected frame and re-
construct it using features from other frames and radar. The recon-
structed pseudo feature and current 3D feature are sent to a shared
occupancy head for final occupancy and semantic prediction.
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Figure 2. Overall pipeline of TEOcc. First, multi-frame multi-view camera features are extracted with an image encoder. The extracted 2D image features are
transformed into 3D image voxel features with a 2D-3D view transformation module. Parallelly, we use a radar encoder and voxel encoder to extract radar voxel
features. After that, in the main branch, all temporal image voxel features and radar voxel features are kept to predict final occupancy results. In the temporal
enhancement branch, we discard one image voxel feature and use long-term and short-term decoders to generate corresponding pseudo features. Finally, a shared
occupancy head is used to predict occupancy from generated pseudo voxel features.

Figure 3. Architecture of the temporal enhancement module. The long-term temporal decoder consists of a ResNet-3D backbone and a FPN-3D neck to
process multi-scale 3D voxel features. The short-term decoder is composed of two 3D convolution layers.

3.2 Temporal Enhancement Branch

As shown in Figure 3, our temporal enhancement branch
comprises independent long-term and short-term temporal de-
coders. Specifically, given the 3D image voxel feature sequence
{Vt−N , Vt−N+1, ..., Vt} that consists of N historical image voxel
features and the current image voxel feature, we randomly mask out
the 3D image voxel feature Vt−k. Then, we send the remaining 3D
image voxel feature sequence {Vt−N , ..., Vt} − {Vt−k} and radar
voxel feature to long-term temporal decoder. For short-term temporal
decoder, we use adjacent features {Vt−k−1, Vt−k+1} and radar voxel
feature as the input. Two temporal decoders predict two pseudo-3D
voxel features Vt−k. Finally, we use the occupancy head to predict
the occupancy results for the t− k frame.

Temporal Decoder. We designed two different temporal decoders
based on the different temporal inputs following HoP. The short-
term temporal decoder mainly focuses on the information from ad-

jacent voxel features set {Vt−k−1, Vt−k+1}, while the long-term
temporal decoder processes the whole temporal voxel feature set
{Vt−N , ..., Vt−k−1, Vt−k+1, ..., Vt−1}. Due to the high temporal
correlation between adjacent frames, the short-term temporal de-
coder can create a detailed spatial representation for Vt−k. In con-
trast, the long-term temporal decoder perceives the motion clues over
long-term history, which improves the localization accuracy [23].
Therefore, these two branches are complementary to each other.

As depicted in HoP [34], Deformable Attention shows powerful
historical object prediction ability because the coordinate offsets in
Deformable Attention can match the movement of foreground ob-
jects and model temporal motion cues for the 3D object detection
task. However, in the occupancy prediction task, every voxel needs
to be classified rather than only predicting foreground objects. There-
fore, Deformable Attention may not be appropriate for the 3D occu-
pancy prediction task. Besides, full 3D Attention can capture all vox-
els in 3D space, but resulting in huge computational costs and time
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Figure 4. Architecture of ResNet-3D. ResNet-3D has three stages. Each
stage consists of several 3D BasicBlocks.

overhead.
Fortunately, in our experiments, we find that simple 3D convolu-

tions not only capture the movement of objects with temporal infor-
mation, but also obtain a precise dense voxel representation for the
3D occupancy prediction task. Therefore, we replace Deformable At-
tention in HoP for temporal decoders with 3D convolution and spe-
cially design convolutional layers.

Specifically, as shown in Figure 3, we design ResNet-3D and FPN-
3D as long-term temporal decoders. More concretely, ResNet-3D
consists of three stages with the downsampling operation. Each stage
is composed of several 3D BasicBlocks. Every 3D BasicBlocks has
two 3D convolutional layers followed by a ReLU activation layer,
as illustrated in Figure 4. In the three stages of ResNet-3D, we ob-
tain three 3D voxel features in different scales. To further fuse these
3D voxel features with different resolutions, we send them to the
FPN-3D. As shown in Figure 5, we first use trilinear interpolation to
upsample these 3D voxel features to one resolution. Finally, we con-
catenate the upsampled 3D voxel features and send them to a convo-
lutional layer followed by a norm and a ReLU activation layer. Using
this multi-scale feature pyramid network to process image features,
we can enhance spatial recognition ability and strong adaptability for
the dense occupancy prediction task.

For short-term temporal decoders, since there is a high temporal
correlation between voxel features from two adjacent frames, we find
that two 3D convolutional layers with a ReLU activate layer can fuse
the adjacent voxel features well.

Occupancy head. Different from HoP, we do not use an extra aux-
iliary occupancy head. In contrast, we use a shared occupancy head
with multi-layer perceptions. The reason is that the occupancy head
serves as the mapping function from voxel features to the occupancy

Figure 5. Architecture of FPN-3D. We upsample multi-scale voxel fea-
tures into one scale and fuse them with a 3D convolution layer.
category. Thus, it is not relevant to a specific frame, and the mapping
can be learned by the same lightweight occupancy head used in the
main branch.

3.3 Radar-camera Fusion with Temporal
Enhancement

In Sections 3.2, we discuss the temporal enhancement for multi-view
camera-based 3D occupancy prediction methods. This section ex-
tends the temporal enhancement to radar-camera multi-modal fusion
3D occupancy prediction.

Specifically, we follow the pipeline of BEVFusion and replace the
unified BEV space with the unified 3D voxel space. Specifically, as
shown in Figure 2, we use a radar encoder and a voxel encoder to
extract radar voxel features. Then, radar voxel features are sent to the
main and temporal enhancement branches for radar-camera fusion.
Besides, following BEVFusion, we concatenate the image voxel fea-
tures and radar voxel features and use a 3D convolutional layer fol-
lowed by a norm and a ReLU activation layer as the fusion layers.
We utilize three independent fusion layers for the main and temporal
enhancement branches. Finally, the fused multi-modal features are
sent to the shared occupancy head to predict occupancy results.

3.4 Training and Inference

During the training stage, we keep the original occupancy loss of
the main branch and add two additional occupancy losses from the
temporal enhancement branch. The overall optimization objective is
formulated as follows:

L = LOcc + LOcc_long + LOcc_short, (1)

where LOcc_long and LOcc_short denote the occupancy loss from
long-term and short-term temporal decoders, respectively.

For inference, the temporal enhancement branch is removed. We
only use the occupancy prediction from the main branch. Therefore,
no extra inference cost is introduced.

4 Experiment

4.1 Dataset

We evaluate our method on Occ3D-nuScenes [27] benchmark. The
Occ3D-nuScenes dataset is built upon the widely used large-scale
autonomous driving dataset, nuScenes [2], which includes 1000 out-
door driving scenes with six surrounding-view cameras, LiDAR, and
radar sensors. To provide high-quality occupancy labels, Occ3D-
nuScenes first separates dynamic and static objects with LiDAR seg-
mentation labels provided by nuScenes. Then, it aggregates multi-
frame LiDAR points and utilizes the K-Nearest-Neighbor algorithm
and mesh reconstruction to obtain a dense voxel with classification
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MonoScene 6.06 1.75 7.23 4.26 4.93 9.38 5.67 3.989 3.01 5.90 4.45 7.17 14.91 6.32 7.92 7.43 1.01 7.65
BEVFormer 26.88 5.85 37.83 17.87 40.44 42.43 7.36 23.88 21.81 20.98 22.38 30.70 55.35 28.36 36.00 28.06 20.04 17.69
BEVStereo 24.50 15.73 38.41 7.88 38.70 41.20 17.56 17.33 14.69 10.31 16.84 29.62 54.08 28.92 32.68 26.54 18.74 17.49
OccFormer 21.93 5.94 30.29 12.32 34.40 39.17 14.44 16.45 17.22 9.27 13.90 26.36 50.99 30.96 34.66 22.73 6.76 6.97
RenderOcc 26.11 4.84 31.72 10.72 27.67 26.45 13.87 18.2 17.67 17.84 21.19 23.25 63.2 36.42 46.21 44.26 19.58 20.72
TPVFormer 27.83 7.2 38.9 13.7 40.8 45.9 17.2 20.0 18.8 14.3 26.7 34.2 55.6 35.5 37.6 30.7 19.4 16.78

SurroundOcc 37.18 8.97 46.33 17.08 46.54 52.01 20.05 21.47 23.52 18.67 31.51 37.56 81.91 41.64 50.76 53.93 42.91 37.16
FB-Occ 39.11 13.57 44.74 27.01 45.41 49.10 25.15 26.33 27.86 27.79 32.28 36.75 80.07 42.76 51.18 55.13 42.19 37.53
FastOcc 39.21 12.06 43.53 28.04 44.80 52.16 22.96 29.14 29.68 26.98 30.81 38.44 82.04 41.93 51.92 53.71 41.04 35.49

TEOcc (Ours) 39.36 9.59 47.60 13.82 43.91 52.87 27.92 17.58 23.89 21.69 33.91 39.60 83.38 41.84 54.94 57.92 50.83 47.23
TEOcc-RC (Ours) 42.90 10.82 50.33 24.28 48.99 57.32 29.38 24.41 30.14 28.46 36.46 43.01 83.96 43.09 56.00 59.34 54.18 49.16

Table 1. Comparison of 3D occupancy prediction results on OCC3D-nuScenes val set. ‘Cons.veh’ and ‘Dri.sur’ are the shorts for construction vehicles
and driveable surfaces. ‘TEOcc-RC’ means the radar-camera multi-modal version of TEOcc.

labels for occupancy. Occ3D-nuScenes provides 16 classes and a free
class of 3D semantic labels for each scene. Each sample covers a
range of [-40m, 40m], [-40m, 40m], and [-1m, 5.4m] with a voxel
size of 0.4m for the x, y, and z-axis, respectively. The metric used in
this benchmark is the mean Intersection over Union (mIoU) score. To
obtain mIoU, we calculate the IoU value for each class and average
the IoU value over 17 classes.

4.2 Implementation Details

We use a multi-view camera occupancy prediction method,
BEVStereo [15], as the baseline for TEOcc. BEVStereo is composed
of an image encoder, a 2D-3D view transformer, a BEV encoder,
and an occupancy prediction head. We maintain the majority of the
original structure of BEVStereo and add the proposed temporal en-
hancement module to construct the multi-view camera-based TEOcc.
Then, we train radar-camera multi-modal TEOcc-RC based on the
single-modal TEOcc.

For image feature extraction, we use ResNet50 [5] and FPN [18]
as the image encoder. We employ 9 temporal frames. The image size
is set to 256×704. For the radar encoder, we employ PointPillar with
a voxel size of [0.4, 0.4, 0.4] for the x, y, and z axes. PointPillar first
divides radar points into several pillars according to the voxel size.
Then, it uses a simplified version of PointNet to extract features of
radar points in each pillar. Finally, the pillar features are scattered
to create a 2D Bird’s-Eye View feature. We use Adam [13] as the
optimizer with a batch size of 4. We train the network 24 epochs
with a learning rate of 1e-4. For data augmentation, we use the same
image augmentation with BEVPoolv2 [9], i.e., image rotation and
flip. Besides, we use horizontal flips as the augmentation in voxel
space.

4.3 Main Results

We compare the proposed TEOcc with previous state-of-the-art 3D
occupancy prediction methods on the Occ3D-NuScenes validation
set in Table 1. TEOcc shows competitive 3D occupancy prediction
performance. Specifically, TEOcc achieves a mIoU of 39.36, out-
performing all previous multi-view camera-based occupancy pre-
diction methods, including TPVFormer, SurroundOcc, and FastOcc.
Besides, the challenge of dynamic object recognition described in
RenderOCC is alleviated by our method. In particular, for dynamic
objects like cars, buses, trailers, and trucks, TEOcc significantly im-
proves the occupancy performance compared with RenderOcc. In ad-
dition, for static objects, TEOcc is still ahead of RenderOcc, demon-
strating the effectiveness of temporal enhancement for the com-
prehensive understanding of 3D spatial relationships. Furthermore,

long-term short-term random mIoU
21.02

� 24.33
� � 26.12
� � � 26.95

Table 2. Ablation of main components. Each component improves the 3D
occupancy performance consistently.

long-term short term fusion mIoU
� 24.33
� � 26.12
� � � 24.65

Table 3. Ablation of independent temporal decoders. Using independent
temporal decoders achieves better results than fusing 3D voxel features from
two decoders.

when combined with radar inputs, TEOcc-RC improves TEOcc by
3.54 mIoU, surpassing the previous state-of-the-art 3D occupancy
prediction method FastOcc by 3.69 mIoU.

In summary, the results indicate that TEOcc with temporal en-
hancement can improve the construction and perception of occu-
pancy representations for existing frameworks and enhance the over-
all understanding of 3D scenes.

4.4 Ablation Study

To validate the effectiveness of the proposed module, we conduct ex-
tensive ablation studies on the Occ3D-NuScenes dataset. In this sec-
tion, to reduce the training costs, we train TEOcc with 0.5× schedule,
i.e., 12 epochs.

Main Components. We conduct comprehensive experiments to ver-
ify the effectiveness of each module. The main results of the exper-
iment are shown in Table 2. Long-term enhancement networks pro-
vide the most significant performance improvement, with 3.31 mIoU.
The short-term temporal decoder helps to improve the final predic-
tion results with 1.79 mIoU. It is worth noting that we use a random
selection strategy to select which frame is masked in the temporal en-
hancement branch, while HoP only chooses the t−1 frame for mask-
ing. The results show that using the random selection strategy results
in a noticeable performance boost. We speculate that the random se-
lection strategy makes the model pay more attention to the temporal
changes of surrounding scenes rather than mechanically memorizing
the positional relationship between the past and the current frame.

Independent Temporal Decoders. Different from HoP [34], we ob-
tain two independent 3D voxel features with fine-grained granularity
from the two temporal decoders. As shown in Table 3, using inde-
pendent temporal decoders shows better occupancy prediction per-
formance compared with fusing the 3D voxel features from two tem-
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Figure 6. Occupancy visualization in global view. From left to right, we show the ground truth, BEVStereo (baseline), and TEOcc prediction results. We
can see that TEOcc is more accurate in perceiving global details, especially distant information and occluded parts.

Figure 7. Occupancy visualization in local view. From left to right, we show ground truth, BEVStereo (baseline), and TEOcc prediction results. It can be
observed that TEOcc is better at predicting object shape.

flip augmentation mIoU
31.16

� 32.05

Table 4. Ablation of voxel data augmentation. Filp data augmentation in
voxel space improves occupancy performance.

shared occupancy head mIoU
24.63

� 26.12

Table 5. Ablation of occupancy head. Sharing an occupancy head obtains
better occupancy results.
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Method GPU Memory Training Time
BEVStereo 1× 1×

TEOcc 1.8× 1.1×
Table 6. Ablation of training cost. TEOcc brings marginal training time
and GPU memory increasing.

poral decoders. We speculate that the long-term and short-term tem-
poral encoders learn different 3D voxel features due to the different
temporal lengths. Fusing them into one 3D voxel feature may lead to
feature conflicts.

Data Augmentation. In addition to image augmentation, we follow
the BEV data augmentation in BEVPoolv2 [9] to add voxel data aug-
mentation. As shown in Table 4, we find horizontal flip data augmen-
tation in voxel space can improve the occupancy prediction perfor-
mance from 31.16 mIoU to 32.05 mIoU.

Shared Occupancy Head. As shown in Table 5, we compare the
results of using the additional auxiliary occupancy head and shared
occupancy head for the final prediction. The results show that em-
ploying a sharing occupancy head obtains 1.51 mIoU improvement
compared with the additional auxiliary head. The reason is that the
occupancy head is a dense classification head, which maps 3D voxel
features to the occupancy category. Thus, the shared occupancy head
forces the generated pseudo 3D voxel features to share the same fea-
ture space with the main branch, allowing the temporal enhancement
branch to learn a more unified temporal representation with smaller
training costs.

Training Costs. Because we add the temporal enhancement branch
during the training stage, the training cost increases. To evaluate the
efficiency of TEOcc in training, we compare its training time and
GPU memory consumption with the BEVStereo baseline. This train-
ing time is evaluated with 8 NVIDIA A800 GPUs. As shown in Table
6, the additional training time brought by TEOcc is negligible. How-
ever, due to the utilization of 3D convolution in temporal decoders,
the memory consumption increases to 1.8×.

4.5 Visualization

We provide the occupancy visualization of the global view and local
view in Figure 6 and 7, respectively. The figures show that, with the
proposed temporal enhancement module, TEOcc can capture more
accurate long-distance view information and predict detailed scenes
locally.

5 Conclusion

In this paper, we propose a radar-camera multi-modal temporal en-
hanced occupancy prediction network, named TEOcc. Specifically,
we generate a pseudo voxel feature of timestamp t − k from its ad-
jacent frames and utilize this feature to predict the occupancy re-
sults at timestamp t− k. Besides, we design 3D convolutional-based
short-term and long-term temporal decoders to predict the pseudo
voxel features. Furthermore, we propose to use independent tem-
poral decoders and a shared occupancy prediction head in TEOcc.
As a plug-and-play method, the temporal enhancement module can
be easily incorporated into existing occupancy prediction methods
with additional 0.1× training time costs. Extensive experiments on
the Occ-3D nuScenes validation dataset show the effectiveness of
the proposed TEOcc. Specifically, TEOcc-RC achieves 42.90 mIoU,
outperforming all the previous occupancy networks and achieving
new state-of-the-art occupancy prediction results on the leaderboard.
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