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Abstract. Action recognition, an essential component of computer
vision, plays a pivotal role in multiple applications. Despite sig-
nificant improvements brought by Convolutional Neural Networks
(CNNs), these models suffer performance declines when trained with
discontinuous video frames, which is a frequent scenario in real-
world settings. This decline primarily results from the loss of tem-
poral continuity, which is crucial for understanding the semantics of
human actions. To overcome this issue, we introduce the 4A (Action
Animation-based Augmentation Approach) pipeline, which employs
a series of sophisticated techniques: starting with 2D human pose
estimation from RGB videos, followed by Quaternion-based Graph
Convolution Network for joint orientation and trajectory prediction,
and Dynamic Skeletal Interpolation for creating smoother, diversi-
fied actions using game engine technology. This innovative approach
generates realistic animations in varied game environments, viewed
from multiple viewpoints. In this way, our method effectively bridges
the domain gap between virtual and real-world data. In experimen-
tal evaluations, the 4A pipeline achieves comparable or even supe-
rior performance to traditional training approaches using real-world
data, while requiring only 10% of the original data volume. Addi-
tionally, our approach demonstrates enhanced performance on In-
the-wild videos, marking a significant advancement in the field of
action recognition. The full version of this paper, along with the code
and data, can be found at [41].

1 Introduction

Action recognition is a critical component of computer vision that
involves identifying and classifying various actions from sequences
of images or video frames. This task is essential across numerous ap-
plications, including malicious behavior identification, accident de-
tection, and human-computer interaction [21, 37]. The significant
advancements in Convolutional Neural Networks (CNNs) notably
enhances performance in action recognition tasks across a range of
benchmark datasets [5, 47, 38, 7].

However, when encountering scenarios with discontinuous frame
sequences during training, which is a common occurrence in real-
world settings, CNN-based models implemented for action recogni-
tion suffer in a significant performance decline. For instance, with
continuous frame training videos achieving around 40% mean accu-
racy, while training with missing frames drops to below 20% (refer
to Section 4 for details).

Our motivation for addressing discontinuous videos during train-
ing is grounded in real-world challenges where data collection is of-
ten incomplete due to factors like occlusions, bandwidth limitations,

and privacy concerns. In environments such as surveillance, sports
analytics, and remote monitoring in hazardous areas, video record-
ings are frequently captured in non-continuous segments rather than
a single, uninterrupted stream.

Unlike other CNN-implemented tasks related to human motion,
such as pose estimation [52, 30, 53, 30] or 3D human reconstruc-
tion [42, 25, 18], do not exhibit such severe performance declines
with discontinuous frames [45]. For instance, [26] demonstrates less
than 1% of drop in performance when training on the dataset with
extracted frames compared to training on the original frame se-
quence from H3WB dataset [55]. Unlike these tasks, action recogni-
tion fundamentally involves a deeper semantic analysis. It requires
the interpretation and understanding of human motion patterns, es-
sentially deciphering the meanings or semantics behind those ac-
tions [32]. Therefore, the absence of temporal information due to
missing frames directly diminishes the understanding of an action,
making the action recognition task susceptible to the continuity of
the video. On the other hand, the loss of semantics from the original
data complicates the process of augmenting the dataset as well.

Inspired by the previous studies on data augmentation in other
computer vision tasks [45, 42, 46], we propose to use synthetic hu-
man to mitigate the issue of missing frames in action recognition
tasks. In this study, we introduce the 4A (Action Animation-based
Augmentation Approach) pipeline, an innovative, efficient, and scal-
able pipeline for data augmentation within the action recognition
field. This approach achieves the generation of smooth and realistic
(natural-looking) synthetic human motions (termed animations), de-
picted across a variety of settings, appearances, and conditions from
multiple viewpoints, leveraging discontinues monocular RGB videos
from real world. The detailed pipeline of 4A is illustrated in Figure 1.
Furthermore, we conduct experiments to evaluate the effectiveness of
4A in bridging the domain gap between virtual representations and
real-world tasks.

The main contributions of our work include: (1) we discover the
problem of severe decrease on performance of action recognition task
training by discontinuous video, and the limitation of existing aug-
mentation methods on solving this problem. (2) we propose a novel
augmentation pipeline, 4A, to address the problem of discontinu-
ous video for training, while achieving a smoother and much more
natural-looking action representation than the latest data augmenta-
tion methodology. (3) We achieve the same performance with only
10% of the original data for training as with all of the original data
from the real-world dataset, and a better performance on In-the-wild
videos, by employing our data augmentation techniques.
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Figure 1. Overview of 4A pipeline. Within 4A pipeline, we begin with a 2D human pose estimation method to extract the 2D coordinates of human skeleton
coordinates from real-world RGB videos. This is followed by employing a Quaternion-based Graph Convolution Network (Q-GCN) to predict the orientation

of each bone joint and the trajectory of body in 3D space. Subsequently, the Dynamic Skeletal Interpolation algorithm (DSI) ensures a smoother and more
diversified action animation. After that, we use the game engine technology to generate the motion from skeleton representation sequence to form the
animation. Finally, we present the animation in game environment with diverse environments and appearances, and captured in multiple viewpoints.

2 Related Work

2.1 Synthetic Human Construction

Recent advancements have seen synthetic images of humans de-
ployed to train visual models for tasks like 2D or 3D body pose
and shape estimation [12], part segmentation [40, 45], and person re-
identification [33]. However, synthetic datasets built for these tasks
often lack action labels, limiting their applicability for action recog-
nition tasks.

Prior researches leveraging synthetic human data for action recog-
nition are few [6, 22], with some researches focusing on synthetic
2D human pose sequences [27] and point trajectories [34] for view-
invariant action recognition. RGB-based synthetic training data for
action recognition is a field under exploration, with few attempts ad-
dressing the manual definition of action classes for multitask learn-
ing [6]. However, scalability and relevance to target classes remain
challenges in these approaches.

A study more aligned with our work [22] uses synthetic training
images derived from RGB-D inputs to enhance performance on un-
seen viewpoints, framing a pose classification problem that serves as
a basis for action recognition. Yet, the discriminative power of these
features for specific action categories is questionable. In contrast,
another approach [46] extracts motion sequences directly from real
data, offering flexibility for incorporating new categories and assign-
ing explicit action labels to synthetic videos. This method, however,
suffers from mismatches between characters and their environments,
alongside issues with action smoothness and photorealism. This is
primarily due to the limitations of 3D human shape estimation or
reconstruction technologies [25, 18], especially in handling videos
with discontinuous frames.

2.2 Game Engine-based Action Datasets.

Video game-based datasets have been increasingly utilized for train-
ing deep learning models. JTA [8], for example, is a vast dataset cre-
ated using a video game for pedestrian pose estimation and track-
ing in urban environments. GTA-IM [4], a pose estimation dataset,
highlights human-scene interactions and employs a developed game

engine interface for automatic control of characters, cameras, and ac-
tions. However, both them focus on static human poses, rather than
capturing temporal movements with semantics. NCTU-GTA360 [1],
an action recognition dataset featuring spherical projection captured
from video games, involves the use of 360-degree cameras to record
the entire surroundings of a character. Nevertheless, NCTU-GTA360
faces an imbalance in action distribution, with basic actions like “On-
Foot” or “Stopped” overwhelmingly dominating more complex ac-
tions such as “Ragdoll” or “SwimmingUnderWater”. Other datasets
like SIM4ACTION [35] and G3D [3] also share a common limita-
tion in offering a constrained range of action classes. Most notably,
none of these datasets, including GTA-IM and NCTU-GTA360, have
succeeded in effectively importing a vast amount of self-customized
actions from the real world, which is crucial for creating more com-
prehensive and diverse training models.

2.3 3D Skeletal Motion Representation

3D Human Pose Estimation (HPE) in videos, aiming to predict hu-
man body joint locations in 3D space, employs methods like single-
stage and 2D to 3D lifting. While single-stage methods estimate 3D
pose directly from images [28, 54], 2D to 3D lifting [30, 23], using
ground truth 2D poses, generally performs better. However, both ap-
proaches face challenges in providing smooth motion representations
from discontinuous frames, indicating a gap in effectively handling
interrupted sequences for accurate 3D skeletal motion representation.

2.4 3D Human Shape Estimation

The Skinned Multi-Person Linear model (SMPL) [25] represents a
pivotal approach in human motion capture, marking the first intro-
duction of orientation-based human body representation. Subsequent
developments inspired by SMPL, including models like MANO [36],
SMPL-X [25], and STAR [29], have expanded the framework’s util-
ity to encompass detailed body shape modeling, facial expressions,
hand movements, and the representation of clothed human bodies.
Despite these advancements, similar to challenges in 3D pose esti-
mation, the performance of human shape estimation models is con-
strained by their ability to express the semantics of motion, particu-
larly when trained on limited datasets.
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3 The 4A Pipeline

The goal of 4A pipeline is to improve the performance of action
recognition using synthetic data especially when the training videos
are discontinuous or insufficient. There are four stages in 4A: (1) 2D
skeleton extraction; (2) 3D orientation lifting; (3) Sequence smooth-
ing; (4) Animation generation and capturing;

3.1 2D Skeleton Extraction

In this stage, we utilize a 2D human skeleton estimation technique,
HRNet [43], trained on COCO-WholeBody dataset [17], to extract
2D human wholebody skeleton keypoints from the RGB frames of
monocular videos. For more semantic representation, we construct
a hierarchical structure of human skeleton following the biovision
hierarchy file format inspired by [15]. However, unlike [15], which
only contains 17 joint nodes and 16 bone joints, our configuration
contains 54 node joints and 53 bone joints to form a more detailed
whole-body motion including hands, feet and neck. Furthermore, the
upper and lower body respectively form an hierarchical inheritance
structure (start from pelvis), extending from the parent joint to the
child joint of both each node joint and bone joint, where the bone
joint can be regraded as a vector while the node joint is the start and
end point of it.

3.2 3D Orientation Lifting

In this stage, we attempt to lift 2D skeletal representation into 3D
space to present motion in multiple viewpoints. However, due to the
unsatisfying performance of 3D pose and shape estimation (men-
tioned in Section 2.3 and 2.4), which are unable to provide viable mo-
tion representations in 3D space. It is important to note that, unlike
3D pose estimation, the reconstruction of synthetic human motion
does not require precise joint coordinates; approximate dynamics of
human motion are sufficient. Drawing inspiration from the SMPL
model [25], we extend our hierarchical human skeleton structure by
using the coordinates of the root node (pelvis) and the orientations
of other bone joints to form the skeleton representation in 3D space
in each frame. Consequently, predicting the 3D space orientation of
each bone joint becomes our primary challenge.

Prior research utilizing Graph Convolution Network (GCN) for
human pose estimation [52, 30] and action recognition [50, 20, 39]
demonstrates the powerful capability of GCNs in extracting human
dynamic features. Influenced by the techniques in [15] and [30], we
develop a Quaternion Graph Convolution Network (Q-GCN) to pre-
dict the Quaternions (used to representing orientation) and the root
3D coordinates for each bone joint from 2D coordinates of each
skeleton keypoint.

3.2.1 Q-GCN

Similar as [39, 15, 50, 20, 53], we first construct a graph of hu-
man body skeleton following our structure. The vertices of these
graphs comprise the sequence of human poses within the 2D coor-
dinate space, denoted as P2D = {Xt,j ∈ R

2|t = 1, 2, . . . , T ; j =
1, 2, . . . , J}, where Xt,j represents the 2D coordinates of joint node
j at frame t. Here, T and J respectively signify the number of frames
in the sequence and the number of joints in the human skeleton. Dif-
fer from prior implementations of GCNs, we also compile a sequence
of rotations for each bone joint within the 2D coordinate space to
constitute the edges of graph, expressed as R2D = {Zt,b ∈ R

2|t =

1, 2, 3, . . . , T ; b = 1, 2, 3, . . . , B}, where B represents the number
of bone joints and Zt,b includes a 2-tuple consisting of the cosine and
sine values of the rotation angle for bone joint b from the initial posi-
tion in Local Coordinate System (LCS). Note that the initial position
in LCS of a bone joint is defined by its parent node and bone joint in
the hierarchical structure, overlapping with the extension of parent
bone joint from the parent node as origin point, where the rotation
angle θ ∈ [−π, π].

Formally, this temporal sequence of graphs is articulated as G =
(V, E), where V = {vt,j |t = 1, 2, . . . , T ; j = 1, 2, . . . , J}, and
E = {et,b|t = 1, 2, . . . , T ; b = 1, 2, 3, . . . , B}, are the sets of
vertices and edges respectively. Note that the features of vertex vt,j
and edge et,b are initialized with their corresponding 2D coordinates
Xt,j and rotation Zt,b.

Subsequently, we employ our Q-GCN to predict the sequence of
Quaternions Q4D = {Qb ∈ R

4|b = 1, 2, 3, . . . , B} and the root
coordinate in the 3D space Proot ∈ R

3, serving as the representa-
tion of orientation. Similar as rotations in 2D system, orientations
in 3D spaces are also defined within LCS. This design is employed
to enhance the understanding of the internal dynamics and influence
exerted from parent nodes to child nodes according to the previous
research [15].

Similar as [50], we first implement a basic spatial-temporal graph
convolution block to extract the feature within the graph. We define
a neighbor set Bv

j as a spatial graph convolutional filter for vertex
vt,j while set Be

b for edge et,b. Inspired by [52], both for vertex
and edge filters, we define four distinct neighbor subsets: (1) self,
(2) parent, and (3) child. Therefore, the kernel size K is set to 3,
corresponding to the 3 subsets. To implement the subsets, mappings
hv
t,j → {0, . . . ,K − 1} and he

t,b → {0, . . . ,K − 1} are used to
index each subset with a numeric label. Therefore, this convolutional
operations of vertex and edge can be written as

fv
out(vt,j) =

∑

vt,nj
∈Bv

j

1

Zt,nj

fv
in(vt,nj )Wv(h

v
t,j(vt,nj )) (1)

fe
out(et,b) =

∑

et,nb
∈Be

b

1

Zt,nb

fe
in(et,nb)We(h

e
t,b(vt,nb)) (2)

where fv
in(vt,nj ) : vt,nj → R

2 and fe
in(et,nb) : et,nb → R

2 de-
note the mappings that get the attribute feature of neighbor node
joint vt,nj and neighbor bone joint et,nb respectively. Zt,nj and
Zt,nb is the normalization term that equal to the subset’s cardinal-
ity. W (ht,j(vt,nj )) and W (ht,b(vt,nb)) are the weight functions of
mapping Bv

j and Be
b respectively, which are implemented by index-

ing a (2,K) tensor. Within a pose frame, the determined graph con-
volution of a sampling strategy can be implemented by adjacent ma-
trices of J × J for vertex and B ×B for edge. Specifically, with K
spatial sampling strategies

∑K−1
k=0 Av

k for vertex and
∑K−1

k=0 Ae
k for

edge, Equation 1 and 2 can be transformed into the expressions using
matrices into:

Hv
t =

K−1∑

k=0

Āv
kF

v
kW

v
k (3)

He
t =

K−1∑

k=0

Āe
kF

e
kW

e
k (4)

Where Āk = Λ
1
2
k AkΛ

1
2
k is the normalized adjacency matrix of Ak

both for vertex and edge, with its elements indicating whether a ver-
tex vt,nv or a edge et,ne is included in the neighbor subset. Similar
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as [19], Λii
k =

∑
n(Ā

in
k ) + α is a diagonal matrix with α set to

0.001 to prevent empty rows. Wk denotes the weighting function of
Equation 1 and 2, which is a weight tensor of the 1×1 convolutional
operation. Fk is the attribute features of all the neighbor joints sam-
pled into the subset k. Therefore, a convolution layer in Q-GCN is
realized with a 1× T classical 2D convolution layer, where T is the
temporal kernel size that we set to 10. And the output of layer Ht is
both followed by a batch normalization layer and a ReLU layer and
a dropout layer after them to form a convolutional block. In addition,
a residual connection [14] is added as well.
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Figure 2. Whole architecture of Q-GCN. It starts with three vertex and
edge convolutional blocks, with residual connection operation in each block.

After extract the neighbor features, both layers are followed by a Squeeze
and Excitation (SE) Block. Then, the concatenation of vertex graph and edge

graph is followed by two fully connection layer with batch normalization
and ReLU function in between.

The whole architecture of Q-GCN is shown in Figure 2. Inspired
by [30], we also construct a trajectory prediction block to predict the
global position of root node in a sequence. Finally, the Quaternion of
each bone joint can also be predicted.

As for the loss function for the trajectory prediction, we adopt
the weighted mean per-joint position error [30] (WMPJPE). As for
Quaternion prediction, we develop our Average Angular Distance
(AAD) loss function to minimize the angular distance between the
ground truth and predicated value:

Langular =
1

T

1

B

T∑

t=1

B∑

b=1

2 arccos (Re(Q̄t,b × conj(Qt,b)) (5)

Where Q̄t,b and Qt,b stand for the ground truth and the pre-
dicted value of Quaternion of bone joint b at frame t. And the func-
tions Re(·) and conj(·) return the real part and the conjugate of a
Quaternion respectively. In addition, we have also proposed a whole-
body 3D orientation lifting dataset for training Q-GCN, derived from
H3WB [55].

3.3 Sequence Smoothing

After assembling the Quaternion of each bone joint for an individual
frame, we proceed to compile them to create a continuous sequence
across a stream of frames to depict a complete representation of ac-
tion. However, directly combining Quaternion sequence will lead to
frequent mismatches and jitters among the representation. Unlike
typical time series data, directly applying a piecewise polynomial
interpolation algorithm to orientation sequences can lead to signifi-
cant issues, such as missing specific poses and decreased movement
amplitude (detailed in Section 4).

To tackle these challenges, we have developed the Dynamic Skele-
tal Interpolation (DSI) algorithm. This algorithm dynamically seg-
ments the Quaternion sequence into unit motions based on the
variation in the range of motion. It then automatically interpolates

the Quaternion sequence across different frame counts, ensuring a
smoother and more natural-looking animation. Finally, it randomly
generates a series of variants for each sequence, ensuring a diverse
representation.

The algorithm is detailed in Algorithm 1. Here, Q stands for the
sequence of Quaternion, While Q′ is the sequence after interpo-
lation. df denoted the weighted average of the Angular Distance
of each bone joint between adjacent frames, with wb representing
the weight of each bone joint. The functions Re(·) and conj(·) re-
turn the real part and the conjugate of a Quaternion respectively.
p(x)[a,b] refers to the Lagrange interpolating polynomial in the in-
terval [a, b], while L(x) represents the Lagrange basis polynomial.
Linespace([a, b], n) is the function used to create evenly space
numbers over interval [a, b]. The parameter δ is the interpolation
rate, indicting the ratio of original frames to interpolated frames. η
is the interpolation coefficient. To enhance the diversity of an ac-
tion, we develop Random Variation function V(·) to generate a series
of variants for each sequence. To smooth the piecewise interpolated
data, we employ Supersmoother [11] S(·), a non-parametric smooth-
ing method. V,B, F, F ′ denote the number of variants, bone joints,
frames before and after interpolation.

Algorithm 1 Dynamic Skeletal Interpolation

Input: Q ∈ R
F×B×4

1: Define Q′ ∈ R
F ′×B×4

2: Define i = 1
3: for f = 2 to F do

4: df = 1
J

B∑

b=1

wb · 2 arccos (Re(qf
b × conj(qf−1

b ))

5: if df > threshold then

6: p[i,f−1](x) =
B∑

b=1

wb

f−1∑

t=i

qt
b · Lt(x)

7: p[f−1,f ](x) =
B∑

b=1

wb(q
f−1
b · Lf−1(x) + qf

b · Lf (x))

8: xnor = Linespace([i, f − 1], 1
δ
)

9: xedge = Linespace([f − 1, f ], Int( η·d
f

δ
))

10: Q′
[i,f−1] = p[i,f−1](xnor)

11: Q′
[f−1,f ] = p[f−1,f ](xedge)

12: i = f − 1
13: end if

14: end for

15: Φ = Supersmoother(V(Q′, V ))

Output: Φ ∈ R
V ×F ′×B×4

3.4 Animation Generation and Capturing

In this stage, we adopt the game engine 3DS Max [2] to generate
the mesh from the sequence of skeleton representation, to further
form the animation. The action animations are then showcased using
FiveM [10], a modification platform for GTAV, enabling players to
play multi-players on customized dedicated server, in multiple view-
points. We also adopt scene customization, including environmental
conditions, character design, and map construction, to craft scenes
for these action animations in FiveM. This approach accommodates
unique action situations and enhanced data diversity. For further de-
tails, please refer to the full paper [41]).
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4 Experimental Results

4.1 Representation Evaluation

To evaluate the efficacy of the 4A pipeline in representing human
motion, we execute a series of comparative experiments, compris-
ing both Qualitative and Quantitative Experiments. These experi-
ments cover representations of human motion for both major-part
(focusing on essential bone joints excluding the hands and feet) and
whole-body. It is important to note that the major-body representa-
tion for evaluation is augmented from the NTU-RGB+D [38] dataset,
while the whole-body representation is derived from the Human3.6M
(H36M) [16] dataset.

4.1.1 Qualitative Experiment

Figure 4. Qualitative results of whole-body representation by 4A in
multiple viewpoints, comparing with the original RGB frames in H36M.

The synthetic representation of human motion derived by NTU-
RGB+D (comparing with the synthetic representation from SURRE-
ACT) and H36M (comparing with the real-world video) are depicted
in Figure 3 and 4.

4.1.2 Quantitative Experiment

This evaluation focuses on comparing the effectiveness of models
trained on datasets generated by 4A pipeline from discontinuous
videos against those trained on datasets generated by other SOTA
approaches, or corresponding real-world datasets for human action
recognition tasks.

For benchmarking, we establish NTU-Original as a baseline train-
ing dataset, incorporating all 49 single-person action classes from

the NTU RGB+D dataset, exclusively containing continuous video
footage from the real world. To mitigate the impact of multiple view-
points, we selectively use videos where the human is positioned di-
rectly in front of the camera (at 0 degrees). In contrast, NTU-4A,
a dataset created using the 4A process from NTU-Original videos,
comprises only synthetic videos derived from discontinuous frames.
To assess 4A’s proficiency in capturing semantic information from
discontinuous videos, we employ a Random Extracting Strategy

(RES). This strategy involves initially extracting one frame from ev-
ery five frames of each action video, followed by a random extraction
of 50% of these frames, ensuring the avoidance of isolated single
frames, to simulate discontinuous video conditions. It is notewor-
thy that, post-RES, the remaining frames constitute only 10% of the
original video frames. Comparative training datasets, NTU-HMMR

and NTU-VIBE, also generated from NTU-Original utilizing SOTA
methods as described in SURREACT [46], apply the RES to simulate
similar conditions. Benchmark results for various action recognition
models, evaluated on a real-world video subset of the NTU dataset
named NTU-Test, are detailed in Table 1.

Human Whole-body Motion Representation by 4A includes the
comprehensive modeling of all 53 bone joints. For benchmark pur-
poses, We utilize the Human3.6M [16] (H36M) for comparison in
whole-body motion representation. The H36M dataset offers two key
advantages for augmentation: multiple viewpoints and precise 2D co-
ordinate annotations. From H36M, we derive four baseline datasets
of action recognition task training, as follows:

1. H36M-Original: This dataset consists of complete action videos
from “S1”, “S5”, “S6”, “S7” sessions of the H36M dataset, pro-
viding four distinct views for each action.

2. H36M-Single: A subset of H36M-Original, while only single
view for each action is randomly selected.

3. H36M-Extracted: From H36M-Original, this dataset is formed
by adopting RES process to create a discontinuous dataset.

4. H36M-SingleExtracted: Applying RES process as H36M-
Extracted, but starting from the H36M-Single dataset, to create
a version that is both single-view and sparsely sampled.

Additionally, for the purpose of testing, two specific datasets derived
from different sections of the H36M dataset were used:

1. H36M-Original-Test: This test dataset includes all videos from
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Figure 3. Qualitative results of major-part representation derived from NTU-RGB+D dataset, comparing SURREACT with 4A. Our pipeline outperforms in
terms of fidelity and realism in motion representation and excels in depicting character details. Furthermore, it achieves superior integration of characters

within their environments, along with enhanced lighting and scene coverage.
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Model Info NTU-Original NTU-4A (ours) NTU-HMMR NTU-VIBE

Method Top-1 Top-5 Mean Top-1 Top-5 Mean Top-1 Top-5 Mean Top-1 Top-5 Mean

Random - - 2.0 - - 2.0 - - 2.0 - - 2.0

VideoMAE [44] 82.7 86.1 85.7 82.6 86.4 79.3 32.6 71.4 30.1 31.7 70.9 32.3
TANet [24] 81.6 87.4 79.5 77.6 86.2 74.6 34.5 72.3 32.0 35.6 73.2 34.5
TPN [51] 86.0 90.6 78.9 80.2 86.5 80.2 37.1 69.7 39.0 38.9 71.1 40.3
X3D [9] 78.2 85.2 80.9 68.8 73.3 65.0 27.9 56.9 32.1 30.0 59.7 33.1
I3D [5] 76.0 79.7 74.3 70.1 76.3 70.5 25.1 60.4 21.5 26.7 61.0 22.6

I3D NL [48] 76.9 82.2 76.9 70.3 77.4 75.4 30.2 55.7 28.4 31.1 56.8 29.8

Table 1. Benchmark results on NTU-based datasets. NTU-4A, the dataset created by our pipeline from only 10% of the frames of the NTU-Original dataset,
manages to sustain a comparable accuracy when models are trained with real-world continuous videos. This performance is notably superior when compared to

NTU-HMMR and NTU-VIBE.

Model Info H36M-Original H36M-Single H36M-Extracted H36M-SingleExtracted H36M-4A (Ours)

Method Top-1 Top-5 Mean Top-1 Top-5 Mean Top-1 Top-5 Mean Top-1 Top-5 Mean Top-1 Top-5 Mean

Random - - 6.7 - - 6.7 - - 6.7 - - 6.7 - - 6.7

VideoMAE [44] 40.2 79.2 37.5 24.7 77.8 22.5 15.3 50.7 17.2 11.4 45.9 12.5 44.5 88.2 45.0
TANet [24] 33.3 75.0 34.4 25.5 77.5 19.7 11.6 49.5 12.4 13.9 50.1 14.0 43.9 83.4 46.6
TPN [51] 35.8 78.1 33.6 22.8 69.4 20.1 11.4 55.3 11.4 8.9 48.3 8.9 51.4 86.7 45.4
X3D [9] 32.1 67.7 29.6 27.9 75.7 20.3 11.2 47.3 13.2 13.3 46.5 12.6 37.3 80.2 36.5
I3D [5] 28.7 70.6 30.6 20.4 69.5 19.5 11.7 50.0 12.4 10.5 58.5 9.6 32.5 75.6 30.6

I3D NL [48] 34.2 80.5 32.4 23.3 68.6 19.6 11.9 50.5 11.9 9.8 60.1 11.1 40.6 78.9 39.7

Table 2. Benchmark results on H36M-Original-Test. In addition to a notable improvement over H36M-SingleExtracted, the original dataset used for
generating H36M-4A, our method enables H36M-4A to achieve results that surpass even those of H36M-Original, considering H36M-4A uses only 2.5% of

the number of frames present in H36M-Original as input.

sections “S8”, “S9”, “S11” of H36M, featuring each action cap-
tured from four distinct views.

2. H36M-Segment-Test: In this dataset, every video from H36M-
Original-Test has been manually segmented into individual unit
actions, with the removal of indistinguishable clips.

For our experimental purposes, we develop the H36M-4A dataset
for training. This dataset is derived from each frame of the H36M-
SingleExtracted dataset, utilizing the 4A framework for generating
whole-body representations. The primary objective is to assess 4A’s
capabilities of multi-viewpoint data generation and frame interpo-
lation. The benchmark results on various action recognition meth-
ods, evaluated using H36M-Original-Test and H36M-Segment-Test
as test datasets, are documented in Table 2 and Table 3 respectively.

4.2 Component-wise Comparative Analysis

4.2.1 Q-GCN

We initiate our evaluation by performing comparative experiments
on the task of lifting 2D coordinates to 3D orientations. Due to the
limited exploration in this area [31], we employ our mean Average
Angular Distance (mAAD) loss for evaluation. All baseline methods
included in the comparison are specifically tailored for the 2D to 3D
pose lifting task. The models are both trained and evaluated on the
H3WB [55] dataset. The results of these comparisons are detailed in
Table 4.

4.2.2 DSI

In this section, we assess the performance of our Dynamic Skele-
tal Interpolation (DSI) compared to other interpolation methods. We
introduce the Absolute Angular Distance (AAD) metric to measure
the angular distance from the current position to the initial posi-
tion, with the initial position set along the x-axis where the Quater-
nion equals 1. This metric allows us to track the fluidity of motion
across a sequence of frames. Furthermore, to evaluate DSI’s efficacy
in segmenting Quaternion sequences, we employ a strategy similar
to the Random Extracting Strategy (RES). This involves extracting
one frame from every five in a continuous Quaternion sequence, then
randomly selecting five segments of varying lengths to compile into a
complete sequence (termed the Original sequence). We compare DSI
against Polynomial Interpolation (PI) and Point-wise Polynomial In-
terpolation (PW-PI). The interpolation results from these three algo-
rithms, alongside the Original sequence, are illustrated in Figure 5.

4.3 Evaluation on In-the-Wild Video

In this part, we extend the evaluation of our approach to in-the-
wild videos. In-the-wild videos are captured in uncontrolled and
natural environments, presenting a greater challenge for processing
and analysis. We employ the same evaluation strategy as described
in [46]. Initially, we utilize the ResNeXt-101 [13] 3D CNN model,
pre-trained on the Mini-Kinetics-200 [49] dataset, as our feature ex-
tractor. Subsequently, we employ the Kinetics-15, a 15-class subset
of the Kinetics-400 dataset, devised by [46]. From these 15 actions,
one training video per class is randomly selected for synthetic data
generation, with the remaining 725 videos designated for validation
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Model Info H36M-Original H36M-Single H36M-Extracted H36M-SingleExtracted H36M-4A (Ours)

Method Top-1 Top-5 Mean Top-1 Top-5 Mean Top-1 Top-5 Mean Top-1 Top-5 Mean Top-1 Top-5 Mean

Random - - 6.7 - - 6.7 - - 6.7 - - 6.7 - - 6.7

VideoMAE [44] 38.3 74.3 35.0 26.1 84.3 24.5 15.9 50.9 17.4 11.2 46.7 11.7 56.1 89.7 58.2
TANet [24] 30.9 81.6 35.6 24.7 70.7 18.8 11.7 52.7 13.6 14.9 45.2 14.4 51.7 75.0 51.9
TPN [51] 29.2 80.1 33.6 16.6 65.4 18.4 10.6 56.7 11.6 10.2 51.4 10.4 65.6 88.1 58.9
X3D [9] 30.5 66.9 34.1 25.3 69.2 26.0 13.4 51.6 10.4 7.5 54.5 11.3 48.6 80.3 40.0
I3D [5] 34.2 66.4 28.9 28.4 80.7 21.0 10.1 44.4 13.2 12.1 50.8 11.6 48.8 74.0 42.4

I3D NL [48] 26.4 72.2 29.3 19.2 68.0 20.9 10.8 51.1 11.7 9.7 62.4 9.7 36.6 77.2 39.5

Table 3. Benchmark results on H36M-Segment-Test. Apart from the similar improvement observed in testing on H36M-Original-Test, our method enables
H36M-4A to attain a better results on segmented video data. This enhancement could be attributed to the automatic segmentation inherent in the Dynamic

skeletal interpolation process.

Figure 5. Comparative analysis of different interpolation method. In the provided figure, the plots represented in black, green, purple, and red correspond to
the Absolute Angular Distance (AAD) of the original sequence (Original), and sequences interpolated using Polynomial Interpolation (PI), Point-wise
Polynomial Interpolation (PW-PI), and Dynamic Skeletal Interpolation (DSI), respectively. The five gray dot boxes illustrate the five randomly selected

Quaternion sequence segments. The PI method yields a smooth sequence but lacks dynamic segmentation capabilities. PW-PI produces a segmented sequence
but leads to a decrease in movement amplitude during interpolation, evident from the overly smoothed curve. DSI stands out by not only accurately segmenting
the sequence but also preserving the semantic integrity of the motion, showcasing its superior capability in maintaining both fluidity and semantic richness in

the interpolated sequence.

Method Whole-body Major-part Upper-body Lower-body Hands

SMPL-X [25] 123 72 89 64 167
Jointformer [26] 77 66 72 49 103
GLA-GCN [52] 79 54 63 41 91
Q-GCN (ours) 67 32 41 27 83

Table 4. Comparative results of different methods 2D to 3D orientation
lifting task. Results are presented in terms of the mean Average Angular

Distance (mAAD) loss in table, scaled by 103, with a lower score indicating
superior performance. Our method Q-GCN, outperforms all other methods,

demonstrating the highest effectiveness in this task.

purposes. Additionally, random selection and nearest neighbor ap-
proaches, leveraging pre-trained features, serve as baselines for com-
parison. The results provided by [46] are included for comparison.
The outcomes of various methods are detailed in Table 5.

5 Conclusion

In this paper, we present a comprehensive study on enhancing action
recognition models using synthetic data augmentation, particularly
focusing on the challenges posed by discontinuous frames and the
limitations of existing methods. We propose 4A pipeline, leveraging
game engine technology to generate sophisticated semantic represen-
tations of human motion. Our comparative analyses across various

Accuracy (%)

Method RGB Flow RGB+Flow

Random 6.7 6.7 6.7
Nearest neighbor 8.6 13.1 13.9

Real 26.2 20.6 28.4
SURREACT 9.4 10.3 11.6
Synth + Real 32.7 22.3 34.6

4A 11.1 10.8 12.4
4A + Real 36.5 24.2 37.1

Table 5. Evaluation on In-the-Wild Videos. It reveals that training solely
with synthetic data, regardless of the approach used, results in significantly
lower performance compared to training with real data. Nonetheless, our
method achieves a slight improvement when combined with real training
data, achieving higher accuracy than training exclusively with real data or

using the SURREACT.

benchmarks demonstrate the superior performance of 4A pipeline in
maintaining high accuracy levels even when trained on significantly
reduced data. The components (Q-GCN and DSI) of our pipeline
are pivotal in achieving these results, effectively capturing the nu-
anced dynamics of human motion and facilitating the generation of
semantically rich synthetic datasets. Evaluation on in-the-wild videos
further validates the effectiveness of our approach, illustrating a en-
hanced ability of understanding actions in the real world.
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