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Abstract. The performance of domain adaptation technologies has
not yet reached an ideal level in the current 3D object detection field
for autonomous driving, which is mainly due to significant differ-
ences in the size of vehicles, as well as the environments they op-
erate in when applied across domains. These factors together hin-
der the effective transfer and application of knowledge learned from
specific datasets. Since the existing evaluation metrics are initially
designed for evaluation on a single domain by calculating the 2D or
3D overlap between the prediction and ground-truth bounding boxes,
they often suffer from the overfitting problem caused by the size dif-
ferences among datasets. This raises a fundamental question related
to the evaluation of the 3D object detection models’ cross-domain
performance: Do we really need models to maintain excellent per-
formance in their original 3D bounding boxes after being applied
across domains? From a practical application perspective, one of our
main focuses is actually on preventing collisions between vehicles
and other obstacles, especially in cross-domain scenarios where cor-
rectly predicting the size of vehicles is much more difficult. In other
words, as long as a model can accurately identify the closest surfaces
to the ego vehicle, it is sufficient to effectively avoid obstacles. In
this paper, we propose two metrics to measure 3D object detection
models’ ability of detecting the closer surfaces to the sensor on the
ego vehicle, which can be used to evaluate their cross-domain per-
formance more comprehensively and reasonably. Furthermore, we
propose a refinement head, named EdgeHead, to guide models to fo-
cus more on the learnable closer surfaces, which can greatly improve
the cross-domain performance of existing models not only under our
new metrics, but even also under the original BEV/3D metrics. Our
code is available at https://github.com/Galaxy-ZRX/EdgeHead.

1 Introduction

3D object detection aims to localize and categorize different types of
objects in specific 3D space described by 3D sensor data (e.g., Li-
DAR point clouds). Recently, the application of this technology has
achieved significant improvement due to the development of deep
neural networks, especially in the field of autonomous driving. Cur-
rent 3D object detection methods mainly focus on specific datasets,
i.e., models will be trained and tested independently on a specific
dataset. In doing so, a number of models achieved high perfor-
mances on public benchmarks including nuScenes [2], Waymo [21],
and KITTI [10]. However, if the application of the model on a new
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(a) Without our EdgeHead

(b) With our EdgeHead

Figure 1. Prediction properties of models before and after equipping

with our proposed EdgeHead in cross-domain tasks. Red: Ground-truth
boxes. Blue: Predictions. The left and right columns showcase the prediction

properties when the training domain respectively has a larger and smaller
average object size than the target domain. Object size overfitting problem
occurs in both cases, while our proposed EdgeHead can help better detect

the closer surfaces to the ego vehicle.

dataset is needed, the training on the new dataset as well as modifi-
cations of some training hyper-parameters are usually necessary. In
other words, it is hard for models trained on one dataset to adapt di-
rectly to another. These domain shifts may arise from different sensor
types, weather conditions [24], and object sizes [30] between differ-
ent datasets or domains. This domain adaptation problem is there-
fore a big challenge for real-world applications of existing 3D ob-
ject detection methods, as their retraining steps can be very slow
and resource-consuming. It is thus significant to understand the rea-
sons for the drop in cross-domain performance and propose efficient
methods to raise the cross-domain performance to the same level as
within-domain tasks. By comparing the performance of two mod-
els [19, 29] on several different datasets, the work in Wang et al. [24]
showed that the difference in car size across geographic locations
is one of the main challenges for domain adaptation problems. Other
factors such as the difference in LiDAR point cloud densities [25, 14]
and weather conditions [24] have also been investigated.

Some generic training methods have tried to overcome the domain
adaptation problem. Among these, some methods explore the possi-
bility of adding information about domain gaps into the models by
training or using additional prior knowledge [24, 30, 33, 7] to adapt
the trained models from the training domain to new domains. Some
other methods tried to improve the models’ generalization ability to
enhance their performance on multiple domains without fine-tuning
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and additional training operations [14, 34]. It is common practice
for methods to evaluate their cross-domain performance using estab-
lished 3D object detection metrics designed for single-domain tasks,
such as bird’s-eye view average precision (BEV AP) and 3D average
precision (3D AP). Since these metrics are initially designed for the
performance measurement on a single domain, they do not consider
the differences across domains and therefore easily suffer from the
overfitting problem in object size, making them difficult to evaluate
models’ cross-domain performance comprehensively.

From another point of view, existing metrics are usually designed
to evaluate models’ ability to predict the complete shapes of objects.
However, as shown in Figure 1, most objects’ point cloud is incom-
plete due to physical obstructions in the capturing process of LiDAR
sensors. As a result, it is difficult to predict the full size and entire
box of objects. In within-domain tasks, we may be able to "guess"
the prediction through training with large amounts of samples. How-
ever, the guessing easily becomes incorrect in cross-domain tasks
since the average object size has changed. Therefore, correctly pre-
dicting the location (usually represented by the center of the box)
along with the full box size becomes a much more difficult task. In-
stead, we argue that what we can better guide the model to learn from
the incomplete object point cloud is to predict the closer surfaces of
the objects to the ego vehicle, since there are plenty of points over
there as shown in Figure 1. Among the four surfaces perpendicular
to the ground, capturing and describing these two is more reasonable
and also more important, since our main purpose is to avoid potential
collisions with surrounding objects during driving.

In this work, we approach the problem of cross-domain 3D object
detection from a different perspective. Our main contributions are as
follows: We first propose two novel evaluation metrics that aim to
evaluate models’ ability to detect the closer surfaces to the sensor.
By using the defined absolute gap of the closer surfaces (i.e., Gcs)
to penalize the original BEV AP, we propose the closer-surfaces pe-
nalized BEV (i.e., the CS-BEV) AP and achieve a balance between
the detection quality of the entire box and the closer surfaces to the
ego vehicle. Additionally, to avoid the interference of different BEV
AP, we introduce the absolute closer-surfaces (i.e., the CS-ABS) AP
metric for a more precise analysis of improvements in closer-surfaces
detection contributed by different methods. Furthermore, we design
a second-stage refinement head, i.e., EdgeHead, specifically for the
closer-surfaces detection task. It can directly be combined with var-
ious existing models. Our EdgeHead can guide models to make pre-
dictions with a smaller gap between the closer surfaces and the clos-
est vertex to the ego vehicle. To the best of our knowledge, this is the
first work to improve cross-domain performance with minimal mod-
ifications to existing models by adding a novel refinement module.

Thorough experiments show that our proposed metrics can find a
balance between evaluating the detection quality of the entire boxes
and the closer surfaces to the ego vehicle, and provide a brand new
way to describe and measure models’ remaining detection ability
after adapting to new domains. We also experimentally prove that
by simply equipping existing models with the proposed EdgeHead,
their detection ability on the closer surfaces can be greatly improved,
which not only leads to higher performance under the new proposed
metrics but also improves the performance under the original BEV
and 3D metrics. The results indicate that by guiding the models to
focus more on the unobstructed closer surfaces that can be scanned
and surrounded by more points, our proposed strategies can help the
models learn more robustly from the point cloud data, and therefore
predict both the closer surfaces and the entire boxes better.

In brief, our findings suggest that 3D vision and autonomous driv-

ing researchers pay more attention to the detection quality of the ob-
jects’ closer surfaces to the ego vehicle in cross-domain 3D object
detection tasks, which can help models learn more robustly and per-
form better across different domains.

2 Related Work

3D object detection with point clouds. A common way of repre-
senting real-world 3D space is using LiDAR point cloud data, i.e.,
using 3D points to record the 3D environment. Although it benefits
from accurate point locations, the main challenge for LiDAR-based
3D object detection methods is finding the best way to process the
point cloud data. CNNs have been widely used in 2D object detec-
tion problems; however, due to the sparsity and spatial disorder of the
point cloud data, they cannot be directly fed into the CNNs. There-
fore, current LiDAR-based methods either transform the point clouds
into spatial invariant formats for CNN models or learn features di-
rectly from the geometry of 3D points. For example, VoxelNet [36]
and SECOND [28] encoded point clouds into voxels so that features
can be extracted by CNNs designed for 3D inputs. MV3D [4] pro-
jected point clouds into 2D spaces (i.e., the front view and bird’s-eye
view) and then used 2D CNNs to extract features. PointRCNN [19]
applied PointNet++ [18] to obtain 3D point-wise features and di-
rectly learned the 3D proposals from the points. PV-RCNN [20] vox-
elized the point cloud data first and then used key-point-wise fea-
tures to keep more semantic features, in which the combination of
point-based and voxel-based methods greatly improved the perfor-
mance with acceptable computation cost. More recently, some meth-
ods [6, 17] further explored the potential of convolution-based mod-
els and have achieved state-of-the-art performance. With the devel-
opment of transformers [9, 3] in the computer vision field, there are
also methods attempting to use transformer-based models to predict
3D objects. For example, TransFusion [1] used the transformer de-
coder to combine the image features and LiDAR point cloud features
for prediction quality enhancement.
Domain adaptation. Domain adaptation has been widely used
in 2D object detection [13, 16, 23] and 2D semantic segmenta-
tion [5, 12, 15]. However, there are limited approaches specifically
designed for 3D object detection with domain adaptation. Wang et al.
[24] first proposed the overfitting problem in object sizes and pro-
vided a simple but effective solution by normalizing the object size
of different datasets based on additional prior knowledge. ST3D [30]
and ST3D++ [31] proposed the random object scaling (ROS) al-
gorithm to solve the overfitting problem in car size and used self-
training algorithms to generate pseudo labels and train models on the
target domain without ground truth. Wei et al. [25] proposed a distil-
lation method for LiDAR point clouds in order to overcome the beam
difference between datasets, which enables models to adapt to point
cloud data with lower densities and fewer beams.
Model generalization. Besides the adaptation methods described
above, there are some explorations on improving models’ general-
ization ability, i.e., training models only once and enabling them
to achieve acceptable performance on more domains. Uni3D [34]
aligned the unavoidable differences between datasets via a data-level
correction operation and a semantic-level coupling-and-recoupling
module. Wu et al. [26] proposed a multi-domain knowledge trans-
fer framework to leverage spatial-wise and channel-wise knowledge
across domains, which helps extract universal feature representations
for models. Hu et al. [14] proposed the random beam re-sampling
(RBRS) method to improve the models’ beam-density robustness and
used a teacher-student framework to generate pseudo labels on un-
seen target domains.
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3 Method

Motivation. We first point out the weakness of existing metrics such
as BEV and 3D AP in cross-domain tasks. Given two predictions of
the same car ground truth as shown in Figure 1, exactly the same
BEV and 3D AP will be obtained as they have the same overlaps
with the ground-truth bounding box. However, there is a big differ-
ence when comparing their detection quality of the surfaces that are
closer to the LiDAR sensor, which are not occluded by other surfaces
and therefore have a bigger chance of being captured by the sensor.
This detection quality indicates how correctly a model can estimate
the distance from our car to the surfaces of other objects that could
collide with us, which is directly related to driving safety and should
be paid more attention to than the other two surfaces of detected ob-
jects. It is therefore essential to develop new metrics that can ac-
curately assess this detection quality of models, thereby enabling a
more reasonable and comprehensive evaluation of performance, par-
ticularly for cross-domain tasks.

From another point of view, existing models are easy to overfit
on the training domain, on which they are designed and trained to
perform well. This limits their detection ability across domains. One
of the main factors that causes this overfitting problem is that these
models usually have a regression module to learn the offsets of box
dimensions and locations between the prediction and ground truth.
Such a module results in the overfitting on object sizes, especially
for anchor-based methods. It is thus critical to explore the perfor-
mance of a specifically designed model with the consistent aim of
the new metric we usher in here, i.e., the one that focuses more on
the detection quality of the closer surfaces of the bounding box.

The aim of our endeavor is therefore twofold. Firstly, we aim
to measure models’ cross-domain 3D object detection performance
with fairer and more reasonable metrics. Specifically, we will de-
sign new evaluation metrics that will be less influenced by the cross-
domain factors (e.g., object sizes and point cloud densities). Sec-
ondly, we attempt to improve the models’ detection ability that can be
preserved across different domains by guiding them with the newly
proposed metrics. We will achieve this by equipping existing mod-
els with an additional proposed refinement head, called EdgeHead,
together with novel proposed loss functions.

3.1 Problem statement

The purpose of 3D object detection is to predict the 3D bound-
ing boxes of objects that are parameterized by the center locations
(xc, yc, zc), the sizes (l, w, h) and the rotation angle θ. In cross-
domain tasks, we train models on the source domain {(Xs

i , Y
s
i )}Ns

i=1,
but focus on their performance on the target domain

{
Xt

i

}Nt

i=1
, where

Ns and Nt are respectively the number of samples in the source
domain and target domain, Xs

i and Y s
i respectively denote the i-th

source domain point cloud data and its corresponding label, and Xt
i

denotes the i-th target domain point cloud data.

3.2 Closer-surfaces-based evaluation metrics

We now propose new evaluation metrics to measure the models’ abil-
ity to detect the closest corner of an object and its two surfaces that
are closer to the LiDAR sensor.

We first define the absolute gap between the closer surfaces of
predictions and ground truth. Given a prediction box with its vertices{
V i
pred

}4

i=1
on the BEV plane and the related ground-truth box with

its vertices
{
V i
gt

}4

i=1
, we first sort their vertices by their distance to

the origin (i.e., the location of the LiDAR sensor), and then further
sort the second and third vertices by their absolute x-coordinate. Af-
ter sorting, prediction and ground truth boxes should follow the same
indexing rule for their vertices, i.e., V 1 and V 4 are respectively the
vertices closest and furthest to the origin, and V 2 is the vertex hav-
ing a smaller absolute x-coordinate compared with V 3. We can then
define the absolute gap, say Gcs, of the closer surfaces between the
prediction and the ground truth, i.e.,

Gcs = |V 1
pred − V 1

gt|+Dist(V 2
pred, E

1,2
gt )+Dist(V

3
pred, E

1,3
gt ), (1)

where Ei,j is the edge connecting V i and V j , and Dist(V,E) cal-
culates the perpendicular distance from vertex V to edge E.

The defined absolute gap Gcs in Eq. (1) can be used to measure the
detection quality of the closer surfaces; however, it will fluctuate with
the sizes of the object boxes. In other words, it is not a scaled metric
that can be used to calculate the AP with pre-determined thresholds.
To solve this problem, we propose the absolute closer-surfaces AP
(i.e., the CS-ABS AP) to directly measure the detection quality of the
closer surfaces by using

ΓCS
ABS = 1/(1 + αGcs), (2)

where α ≥ 0 is the penalty ratio set to 1 by default.
The proposed CS-ABS AP by Eq. (2) can also be utilized to com-

bine with existing popular metrics and thus form new metrics with
hybrid effectiveness for more powerful and fairer evaluation of mod-
els’ performance. In particular, we combine the CS-ABS AP with the
BEV AP and propose the closer-surfaces penalized BEV AP (i.e.,
the CS-BEV AP) to measure the detection quality by using the pe-
nalized IoU, say ΓCS

BEV, i.e.,

ΓCS
BEV = ΓBEV/(1 + αGcs) (3)

where ΓBEV is the original BEV IoU and α is the penalty ratio set to
1 by default based on experimental experience (see more discussions
in the Supplementary Material [35]). Our proposed CS-BEV metric
in Eq. (3) not only retains the robustness of the original BEV metric
but also better distinguishes the detection quality of the closer sur-
faces. It finds an evaluation balance between the quality of the entire
3D box and the quality of the closer surfaces. Taking the same exam-
ples in Figure 1, the newly proposed metric will return a higher AP
when the prediction matches the closer surfaces of the ground truth
better.

In sum, we in this section proposed two evaluation metrics: CS-
ABS AP and CS-BEV AP. The CS-ABS AP can directly tell the de-
tection quality of the closer surfaces without considering the ability
to evaluate the quality of the entire 3D box, which can be specifically
used when analyzing the detection quality gain regarding closer sur-
faces. The CS-BEV AP can find a balance between the quality of the
entire 3D box and the closer surfaces, which is more comprehensive
and can be used to measure the overall cross-domain performance
for different models and tasks.

3.3 EdgeHead for closer-surfaces localization

To improve models’ closer-surfaces localization ability, we propose
a refinement head, i.e., the EdgeHead, by modifying the models’
training purpose. Similar to other refinement heads, the proposed
EdgeHead takes the predictions of a model’s first stage as the regions
of interest (RoIs). It then aggregates the features from earlier back-
bones of the model (e.g., the 3D convolution backbones) into the RoI
features for prediction refinement. During the refinement process of
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EdgeHead, we modify the loss function to guide the model to learn
the closer-surfaces offsets between the predictions and ground truth.

The voxel RoI pooling [8] is used to aggregate the RoI features.
In detail, we extract the 3D voxel features from the last two layers
in the 3D sparse convolution backbone, which is available for most
voxel-based 3D object detection models. Afterwards, the feature of
each RoI is assigned by aggregating the 3D features from its neigh-
bor voxels via the voxel query operation. Since features from the 3D
backbones usually contain more spatial and structural information,
the aggregated RoI features can help improve the detection quality
of the closer surfaces of bounding boxes.

The loss of a typical RoI refinement module consists of two parts,
i.e., the IoU-based classification loss [20] and the regression loss.
In detail, the original regression loss, say Lreg, uses the smooth �1
loss [11] to learn the 7 parameters of the bounding boxes, i.e.,

Lreg =
∑

r∈{xc,yc,zc,l,h,w,θ}
Lsmooth−�1(Δ̂ra,Δra) (4)

where Δ̂ra and Δra are the predicted residual and the regression
target, respectively. In our EdgeHead, we use the original classifica-
tion loss and modify the regression loss in Eq. (4), which will guide
the model to learn the closer-surfaces offsets between the predictions
and ground truth.

Given the closest vertex of the anchor box and the ground-truth
box respectively as (xa

cv, y
a
cv, z

a
cv) and (xgt

cv, ygt
cv, z

gt
cv), we first ro-

tate the anchor box by the rotation angle θgt of the ground-truth box
as shown in Figure 2(c), and denote the rotated box’s closest vertex
by (xa′

cv, y
a′
cv, z

a′
cv). We then calculate the residuals of xcv and ycv

between the rotated anchor box and ground truth as follows

Δxcv = xgt
cv − xa′

cv, Δycv = ygt
cv − ya′

cv, (5)

and modify the �1 loss by replacing the residual of center locations
with the residuals of the rotated closest vertex to the origin (i.e., our
ego vehicle) as calculated in Eq. (5). Since the Z-axis of bounding
boxes is always set to be perpendicular to the horizontal plane, the
distances of the closer surfaces between the predictions and ground
truth are only related to the X and Y coordinates. We therefore re-
move the regression for zcv and focus on xcv and ycv. To avoid the
overfitting problem on object sizes, we also remove the parts of re-
gression loss for the residuals related to object sizes (i.e., l, w, h). As
a result, we only refine xcv, ycv, and θ in our EdgeHead and keep
the zcv, l, w, and h as predicted by the model’s first stage. The new
regression loss of our EdgeHead is therefore defined as

L′
reg =

∑
r∈{xcv,ycv,θ}

Lsmooth−�1(Δ̂ra,Δra). (6)

Remark. The rotation of the anchor box used in Eq. (5) is impor-
tant in the modification of the regression process to realize our real
purpose, i.e., to guide the model to learn the closer-surfaces offsets
between the predictions and ground truth. Considering an example
of the model’s regression process without the rotation as shown in
Figure 2(a), the regression target related to x and y will guide the
model to predict the residual so that the predicted box can coincide
with the ground-truth box at the vertex closest to the origin. How-
ever, since we are also regressing the rotation angle θ, we will finally
get a predicted box as shown in Figure 2(b), whose closest vertex to
the origin does not coincide with the ground truth’s anymore (see the
red arrow). To consider the rotation regression as well, we first rotate
the anchor box by the rotation angle θgt of the ground-truth box as
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Figure 2. Illustration of different regression processes. (a) The process
that directly regresses the closest vertex and rotations without rotating the
anchor box first. (b) The prediction obtained using the process in (a), in
which the red arrow shows that the prediction does not learn the closest

vertex as expected. (c) The regression process guided by Eq. (5) and Eq. (6)
in our EdgeHead, which first rotates the anchor by θgt and then calculate the

regression target of x and y locations.

shown in Figure 2(c), and then calculate the residuals of xcv and ycv
between the rotated anchor box and ground truth as the new regres-
sion target. Such a modified regression process makes the prediction
box’s closest vertex finally coincide with the ground-truth box’s.

3.4 Use of point-wise features in EdgeHead

We notice that some models use the additional raw point features as
part of the input of the RoI refinement head to aggregate structural
and spatial information into the RoI features to help improve ob-
ject localization accuracy. This inspires us to investigate whether the
point-wise features can also help improve the detection quality of the
closer surfaces. To do so, we further include the point feature aggre-
gation into the RoI pooling module of our EdgeHead. Specifically,
we follow the idea of PV-RCNN [20] to extract the point-wise fea-
tures. The keypoints are sampled from the original point cloud by
the furthest-point-sampling algorithm, and the predicted-keypoint-
weighting module is used to re-assign the weights of each point fea-
ture, which consists of a three-layer MLP network and a sigmoid
function to predict the confidence that each point belongs to the fore-
ground (i.e., inside an object box). Afterwards, the weighted keypoint
features are aggregated into the related RoIs via the set-abstraction-
based RoI grid pooling, together with the 3D convolution features
described in Section 3.3 above. We name this extended EdgeHead
the point-enhanced EdgeHead – shortened as PointEdgeHead.

4 Experiments

4.1 Datasets and models

Datasets. We conduct our main experiments on three datasets that
have been widely used in 3D object detection tasks: KITTI [10],
nuScenes [2], and Waymo [21]. Following existing works [24, 30,
25], we use the KITTI evaluation metric for all datasets on the car
category (i.e., the vehicle category in Waymo). As mentioned in Yang
et al. [30], KITTI only provides annotations in the front view, which
makes it much more difficult to adapt models from KITTI to the other
two datasets that provide ring view point cloud data and annotations.
We therefore evaluate the models’ cross-domain performance via the
following tasks: nuScenes→ KITTI, Waymo→ KITTI and Waymo
→ nuScenes.
Data integration. Most existing 3D object detection methods [28,
20, 19] aimed to achieve higher performance within each specific
domain/dataset, and they often fine-tuned the models for different
datasets independently (e.g., adjusting the hyper-parameters related
to data preprocessing and using different voxel sizes) without con-
sidering the influence of domain gaps. However, to investigate the
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(a) Waymo-KITTI: SECOND vs SECOND+EdgeHead (b) Waymo-KITTI: SECOND+ROS vs SECOND+ROS+EdgeHead (c) Waymo-KITTI: SECOND+SN vs SECOND+SN+EdgeHead

(d) Waymo-nuScenes: CenterPoint vs CenterPoint+EdgeHead (e) Waymo-nuScenes: CenterPoint+ROS vs CenterPoint+ROS+EdgeHead (f) Waymo-nuScenes: CenterPoint+SN vs CenterPoint+SN+EdgeHead

(g) nuScenes-KITTI: SECOND vs SECOND+PointEdgeHead (h) nuScenes-KITTI: SECOND+ROS vs SECOND+ROS+PointEdgeHead (i) nuScenes-KITTI: SECOND+SN vs SECOND+SN+PointEdgeHead

Figure 3. Proportion difference of the absolute gap of the closer surfaces. (a)–(c): SECOND in the Waymo → KITTI task. (d)–(f): CenterPoint in the
Waymo → nuScenes task. (g)–(i): SECOND with our PointEdgeHead in the nuScenes → KITTI task. Columns one to three show the comparisons of models

without domain adaptation methods, with the ROS, and with the SN, respectively. More results are given in the Supplementary Material [35].

cross-domain performance of these models, we must find a way
to merge these datasets. We note that the following differences be-
tween datasets have a significant influence on the cross-domain ex-
periments, i.e., (i) the point cloud range; (ii) the origin of coordi-
nates; and (iii) the unit for preprocessing the point cloud data, such as
voxel sizes in voxel-based methods. Following the ideas in previous
works [24, 30], some preprocessing methods are adopted. We set the
point cloud range of all datasets to [−75.2,−75.2,−2, 75.2, 75.2, 4]
meters and shift the whole point cloud space of different datasets
vertically so that the X-Y plane always coincides with the horizontal
plane. Following Yang et al. [30], we set the voxel size of voxel-based
methods to (0.1, 0.1, 0.15) meters for all datasets.
Baseline models. To better investigate the influence of model struc-
tures on cross-domain performance, we train SECOND [28] and
CenterPoint [32] on KITTI, Waymo, and nuScenes using the Open-
PCDet [22] toolbox with suggested numbers of epochs and learning
rates. In detail, we train them on KITTI for 80 epochs with learning
rate 1× 10−3 and batch size of 8. Epochs of 50 and batch size of 16
are used for the training of the same models on nuScenes, and epochs
of 30 and batch size of 8 for Waymo. For the models equipped with
our EdgeHead, we train them based on the pre-trained original mod-
els for the same epochs as above, during which the parameters of
the original models are frozen and only the heads are being trained.
We also train the above models with two domain adaptation methods
– ROS [30] and SN [24] – and combine them with our EdgeHead.
We use the same training settings as their original reproductions on
OpenPCDet. Following other works [27, 30] based on OpenPCDet,
we adopt random horizontal flip, rotation, and scale transforms dur-
ing the training process. All models are trained on RTX 8000.
Evaluation metrics. We follow KITTI to evaluate the models’ per-
formance under the original BEV and 3D metrics. The evaluation is
focused on the Car category (i.e., the Vehicle in Waymo) which has
the most samples in all the datasets and has been the main focus in
existing works. AP (average precision) for BEV and 3D metrics (i.e.,
the APBEV and AP3D) with the IoU threshold at 0.7 is reported, i.e., a

Table 1. Performance comparison of original models under four

metrics in both cross-domain and within-domain tasks. W, K, and N
represent the Waymo, KITTI, and nuScenes datasets, respectively.

Task Method APBEV AP3D APCS-BEV APCS-ABS

W → K SECOND 49.2 9.3 19.0 10.9
CenterPoint 51.3 13.1 18.2 9.5

W → N SECOND 27.8 16.1 15.6 6.7
CenterPoint 30.4 16.7 19.9 12.3

N → K SECOND 35.7 11.8 16.4 9.8
CenterPoint 34.6 8.3 13.1 5.8

K → K SECOND 84.3 72.1 71.4 53.3
CenterPoint 84.4 73.6 72.8 56.8

car is marked as correctly detected if the IoU between the prediction
and the ground truth is larger than 0.7. Our proposed metrics, i.e.,
the CS-ABS AP and the CS-BEV AP, are denoted by APCS-ABS and
APCS-BEV, respectively; and we report the results with the IoU thresh-
old at 0.7 for APCS-ABS and 0.5 for APCS-BEV (given that APCS-BEV is
more difficult to reach 0.7).

4.2 The absolute gap of the closer surfaces

We first compare the proposed EdgeHead with existing methods by
measuring their absolute gaps of the closer surfaces (i.e., Gcs). As
shown in Figure 3, we calculate the distributions of Gcs for each
comparison pair of methods and draw the proportion difference be-
tween them. Specifically, we quantify the Gcs distribution of two
models within an identical interval I (set to [0, 2] by default), and
then calculate the proportion difference as DiffAB(i) = P i

B − P i
A,

where P i
A and P i

B denote the proportion of Gcs in the i-th sub-
interval of I for models A and B, respectively. Therefore, if the left
part of the proportion difference graph is above the X-axis and the
right half is vice versa, we can tell that model B predicts the closer
surfaces better than model A and thus has a Gcs distribution closer
to zero. For example, Figure 3(a) shows that SECOND+EdgeHead
(i.e., the SECOND model combined with our proposed EdgeHead)
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Table 2. Main comparisons for SECOND and CenterPoint across different tasks. We report APBEV, AP3D and APCS-ABS of the car category at IoU = 0.7
and APCS-BEV at IoU = 0.5. The reported performance is the moderate case when KITTI is the target domain, and is the overall result for other cross-domain

tasks. Improvement (i.e., fifth column) is calculated by the relative difference between each used method and the original model (i.e., the first row of each task).

Task Method
SECOND CenterPoint

APBEV/ AP3D APCS-BEV/ APCS-ABS Improvement (%) APBEV/ AP3D APCS-BEV/ APCS-ABS Improvement (%)

W → K

Original 49.2 / 9.3 19.0 / 10.9 - 51.3 / 13.1 18.2 / 9.5 -
+ EdgeHead 52.3 / 10.7 23.7 / 14.7 24.7% / 34.9% 53.9 / 14.5 22.0 / 13.3 20.9% / 40.0%

+ ROS 73.0 / 38.3 33.7 / 12.6 77.4% / 15.6% 75.1 / 44.2 41.1 / 19.1 126.1% / 101.1%
+ EdgeHead & ROS 76.4 / 41.5 42.9 / 20.4 125.8% / 87.2% 77.3 / 47.4 46.2 / 23.2 154.4% / 144.2%

+ SN 73.0 / 55.5 49.3 / 20.5 159.5% / 87.9% 72.5 / 56.7 51.4 / 24.9 182.4% / 162.1%
+ EdgeHead & SN 79.7 / 64.2 62.3 / 34.2 227.9% / 213.8% 77.8 / 63.5 59.8 / 30.1 228.6% / 216.8%

W → N

Original 27.8 / 16.1 15.6 / 6.7 - 30.4 / 16.7 19.9 / 12.3 -
+ EdgeHead 29.9 / 18.0 20.9 / 13.0 34.0% / 94.0% 29.7 / 17.6 21.3 / 13.8 7.0% / 12.2%

+ ROS 26.7 / 15.4 15.8 / 6.5 1.3% / -3.0% 28.8 / 16.2 19.5 / 11.7 -2.0% / -4.9%
+ EdgeHead & ROS 28.3 / 17.1 19.9 / 11.9 27.6% / 77.6% 29.2 / 17.4 21.3 / 13.4 7.0% / 9.3%

+ SN 26.4 / 16.4 16.7 / 8.7 7.1% / 29.9% 29.4 / 18.0 20.5 / 12.7 3.0% / 3.3%
+ EdgeHead & SN 28.4 / 18.6 20.7 / 13.4 32.7% / 100.0% 29.3 / 19.2 22.1 / 18.9 11.1% / 53.7%

N → K

Original 35.7 / 11.8 16.4 / 9.8 - 34.6 / 8.3 13.1 / 5.8 -
+ EdgeHead 53.6 / 15.9 33.3 / 19.6 103.0% / 100.0% 37.0 / 10.4 19.6 / 11.5 49.6% / 98.3%

+ ROS 43.4 / 20.0 20.2 / 8.1 23.2% / -17.3% 43.8 / 20.6 27.6 / 13.1 110.8% / 125.9%
+ EdgeHead & ROS 52.7 / 33.1 39.9 / 24.6 143.3% / 151.0% 60.3 / 31.3 43.2 / 21.3 229.8% / 267.2%

+ SN 29.6 / 14.3 15.7 / 8.2 -4.3% / -16.3% 33.5 / 18.1 22.0 / 11.6 67.9% / 100.0%
+ EdgeHead & SN 45.7 / 30.4 35.1 / 23.5 114.0% / 139.8% 58.4 / 34.7 44.8 / 26.8 241.2% / 362.1%

predicts the closer surfaces better than the original SECOND model
when trained on Waymo and tested on KITTI. Consistent results are
observed for the other tasks and models, which demonstrates that
our EdgeHead can stably shift the Gcs distribution to the left, i.e.,
improve the detection quality regarding the closer surfaces.

We also plot the proportion difference to analyze models using do-
main adaptation methods (i.e., ROS and SN; see the last two columns
in Figure 3), and using our PointEdgeHead (see the last row in Fig-
ure 3), which will be further discussed in Sections 4.3.3 and 4.3.4.

4.3 Main results of the proposed EdgeHead

In this section, we extensively evaluate the models’ performance be-
fore and after equipping with our EdgeHead and under different types
of metrics including our proposed CS-ABS and CS-BEV metrics. We
first compare the results of different models under the original BEV
and 3D metrics with our proposed CS-ABS and CS-BEV metrics
in Table 1 to analyze the robustness of our new metrics. Then we
analyze the performance of models before and after equipping with
our proposed EdgeHead, and investigate the influence of using Edge-
Head and two domain adaptation methods simultaneously in Table 2.
We also calculate the Improvement value as the relative difference
between the used methods (e.g., + EdgeHead & ROS) and the orig-
inal models under the CS-ABS and CS-BEV metrics. Due to page
limit, additional results are attached in Supplementary Material [35].

4.3.1 Evaluation on the original models

First of all, we compare the performance of two existing models,
i.e., SECOND and CenterPoint under four metrics as shown in Ta-
ble 1. We evaluate them on three cross-domain tasks and one within-
domain task on KITTI. Table 1 shows that our proposed CS-ABS
and CS-BEV metrics provide results of a similar quantity level with
the original BEV and 3D metrics for various models and tasks. Our
metrics also show different characteristics compared with the origi-
nal metrics. Taking the W → K (i.e., Waymo → KITTI) task as an
example, the BEV AP and 3D AP of SECOND are both lower than
CenterPoint, but both the CS-ABS AP and CS-BEV AP of SECOND
are higher. Therefore, when trained on Waymo and tested on KITTI,
the SECOND model predicts the closer surfaces better than Center-
Point. This advantage, however, is obscured by its lower BEV AP

and 3D AP scores before. Such results highlight the distinction and
importance of our closer-surfaces-based evaluation metrics against
the traditional ones.

4.3.2 Improvement by our EdgeHead

Table 2 presents the quantitative comparison of the performance
between difffernt models before and after equipping with our pro-
posed EdgeHead. It shows that models equipped with EdgeHead can
achieve better CS-ABS AP and CS-BEV AP than the original models
in all cross-domain tasks. As described in Section 3.2, the CS-ABS
AP directly measures the improvement in the detection quality of
the closer surfaces, and the consistently improved performance un-
der this metric shows that EdgeHead can stably improve the closer-
surfaces detection ability of existing models across various domains.
The results of the CS-ABS AP are also consistent with the propor-
tion difference of the closer-surfaces absolute gap shown in Figure 3.
Meanwhile, the improvement under the CS-BEV metric shows that
EdgeHead also works well when evaluating models with a balance
between the accuracy of the entire box and the closer surfaces.

Table 2 also shows that the models’ performance changes much
less or even remains at the original value level when evaluated un-
der the original BEV and 3D metrics. Taking the SECOND model
in the Waymo → KITTI task as an example, the BEV AP and 3D
AP respectively improved by 6.3% (from 49.2 to 52.3) and 15.1%
(from 9.3 to 10.7) when equipped with EdgeHead, while the CS-
ABS AP and CS-BEV AP represent the improvement by 24.7% and
34.9%, respectively. We also summarize the gaps between each orig-
inal model before and after equipping with EdgeHead in Table 2,
which shows that similar phenomena can also be observed in other
comparisons. The larger improvement shown in the CS-ABS AP and
CS-BEV AP supports two important conclusions: (i) the newly pro-
posed metrics are truly more sensitive to the closer-surfaces detection
ability, and therefore can evaluate the model’s cross-domain perfor-
mance from a different point of view; and (ii) our EdgeHead can
effectively improve the model’s ability to detect the closer surfaces,
which is truly helpful for applications in cross-domain tasks.

4.3.3 Combination with ROS and SN

ROS [30] and SN [24] are two domain adaptation methods that aim to
solve the overfitting problems in object sizes. ROS randomly scales
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the size of object boxes in both the annotations and the point cloud
data to make the model more robust to object sizes. SN uses the av-
erage object size of each dataset as additional information and nor-
malizes the source domain’s object size by using the target domain’s
size statistics. It is therefore worth investigating the influence of such
methods on the models’ closer-surfaces detection ability.

We below first evaluate the CS-ABS AP and CS-BEV AP of dif-
ferent models equipped with these two methods (i.e., ROS and SN)
including further combining them with our EdgeHead. We denote
these combinations as +ROS, +SN, +EdgeHead & ROS and +Edge-
Head & SN in Table 2. The comparisons of the absolute gap are
shown in Figure 3 as well. For most tasks, ROS and SN can help
the models achieve higher BEV AP and 3D AP, but cannot stably
improve the CS-ABS AP and CS-BEV AP by a similar margin. Tak-
ing SECOND in the Waymo → KITTI task as an example, ROS in-
creases the BEV AP and 3D AP respectively by 48.4% and 311.8%
(i.e., from 49.2 / 9.3 to 73.0 / 38.3) but only increases the CS-ABS
AP by 15.6%. In comparison, the additional use of our EdgeHead
increases the performance under all four metrics, especially for the
CS-ABS AP and CS-BEV AP. Taking the above example, the perfor-
mance under the new metrics increases by 125.8% and 87.2% when
equipping SECOND with ROS and EdgeHead simultaneously. Con-
sistent results can also be observed for the other tasks and models
in Table 2 and Figure 3. We also noticed that for both models in the
Waymo → nuScenes task, ROS and SN increase the performance
much less or even decrease it due to the minor object size difference
between these two datasets, which is also mentioned in Yang et al.
[30]. However, the performance can still be greatly improved by us-
ing our EdgeHead and ROS / SN together.

The above results demonstrate that our proposed EdgeHead can
be effectively used with the existing domain adaptation methods de-
signed for the size overfitting problem, which not only further im-
proves the models’ detection ability for the entire box but also helps
achieve much better closer-surfaces detection quality compared with
only using the existing domain adaptation methods.

4.3.4 Influence of additional point-wise features

We now compare the performance between our proposed EdgeHead
and its extended version PointEdgeHead taking additional point-wise
features as described in Section 3.4, see the results in Table 3 and the
third column of Figure 3 where the SECOND model is utilized. Us-
ing additional point-wise features further improves the models’ per-
formance under the CS-ABS and CS-BEV metrics for most tasks,
showing the point features’ structural information can indeed be
helpful for the closer surfaces detection. The improvement is more
obvious in the nuScenes → KITTI task, which indicates that the
point-wise features may play an important role when adapting mod-
els from a sparser domain to a denser domain. The improvement is
however not that obvious for the Waymo → KITTI and Waymo →
nuScenes tasks, and sometimes using PointEdgeHead could lead to
lower performance (e.g., Waymo → nuScenes without ROS or SN).
Considering the extra time and resources consumed by the point fea-
ture aggregation process, it is thus unnecessary to always consider
PointEdgeHead. In particular, these results show that our EdgeHead
has already effectively enhanced the models’ closer-surfaces detec-
tion ability with high utilization of current input information.

4.4 Ablation study

To further analyze our EdgeHead’s refinement performance, below
we propose another control-group head for us to conduct ablation

Table 3. Comparison between our EdgeHead and PointEdgeHead

under the SECOND model.

Task Method + EdgeHead + PointEdgeHead
APCS-BEV/ APCS-ABS APCS-BEV/ APCS-ABS

W → K
Original 23.7 / 14.7 24.4 / 16.9
+ ROS 42.9 / 20.4 47.2 / 25.0
+ SN 62.3 / 34.2 59.0 / 33.3

W → N
Original 20.9 / 13.0 20.8 / 12.2
+ ROS 19.9 / 11.9 21.0 / 12.7
+ SN 20.7 / 13.4 22.0 / 14.3

N → K
Original 33.3 / 19.6 36.5 / 21.0
+ ROS 39.9 / 24.6 46.2 / 27.3
+ SN 35.1 / 23.5 43.6 / 28.3

Table 4. Ablation study of our EdgeHead under the SECOND model.

Refine: Using a second stage refinement head. Corner: Replacing the center
locations with the locations of the closest vertex in the refinement head.

Method Refine Corner W → K W → N N → K

Original � � 19.0 / 10.9 15.6 / 6.7 16.4 / 9.8
Control-group � � 21.6 / 12.1 18.7 / 11.4 19.2 / 10.1

EdgeHead � � 23.7 / 14.7 20.9 / 13.0 33.3 / 19.6

study. Specifically, we maintain the module structure and the loss
function design of EdgeHead, while replacing the closest vertex in
EdgeHead with the center coordinates for the calculation of the lo-
cation regression target. Therefore, the loss function of the control-
group head reads

L′′
reg =

∑
r∈{xc,yc,θ}

Lsmooth−�1(Δ̂ra,Δra). (7)

In other words, the above control-group head is a simplified version
of the typical refinement module as described in Eq. (4), which only
refines the (BEV) location x, y, and the rotation angle θ. By com-
paring the performance of EdgeHead and this control-group head,
we can better understand the contribution of modifying the training
purpose to the closer surfaces. As shown in Table 4, although the per-
formance of the control-group head is better than the original model
that does not use any refinement head, there is a rather significant gap
in terms of detection performance improvement when comparing to
the excellent results of our EdgeHead. The results in Table 4 indicate
that the regression target in our EdgeHead truly helps models achieve
better closer-surfaces detection ability.

5 Conclusion

In this paper, we novelly view the cross-domain 3D object detec-
tion problem from the detection quality of the closer surfaces to the
ego vehicle. We proposed two evaluation metrics, i.e., the CS-ABS
AP and CS-BEV AP, to measure this detection quality and achieve a
balance between the entire boxes and the closer surfaces of the ob-
jects. The proposed metrics are less sensitive to the object size differ-
ence among datasets and thus can evaluate the models’ performance
across domains more reasonably. Meanwhile, we equipped the ex-
isting models with our proposed EdgeHead to guide them to focus
more on the closer-surfaces gaps during training. Extensive experi-
ments show that EdgeHead can effectively help models detect better
the closer surfaces and perform better under both the existing metrics
and our proposed metrics. The results indicate that by guiding mod-
els to focus more on the surfaces with more points captured by the
LiDAR sensor, the models can learn more robust knowledge from the
training domain and perform better in cross-domain tasks.
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