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Abstract. Domain adaptation has been extensively explored in ob-
ject detection. Through the utilization of self-training and the decou-
pling of adversarial feature learning from the training of the detector,
current methods make detectors more transferable and ensure their
discriminability. However, the presence of low-quality pseudo labels
during self-training introduces noises to the training phase and thus
degrades the model performance. To tackle this challenge, we intro-
duce an I-adapt framework, whose IoU Adapter accurately predicts
the Intersection over Union (IoU) between predicted boxes and their
corresponding ground-truth boxes in both source and target domains.
This enables an effective measure for the pseudo-label quality. Based
on this measure, we propose a re-weighting strategy, which enforces
the detector to focus on learning from high-quality pseudo labels. We
achieve state-of-the-art (SOTA) performance in several cross-domain
object detection tasks, proving the effectiveness of I-adapt.

1 Introduction
With the advancement of deep learning and the release of numer-
ous visual datasets [5, 8, 20], object detection [1, 11, 31, 33, 36] has
made great progress over the past decade. It has been used in vari-
ous real-world applications, such as autonomous driving [35], video
processing [19], and remote sensing [25]. In these applications, it
has been observed that when the feature distribution in the test data
differs greatly from that of the training data, the model performance
will degrade significantly.

Cross-domain object detection (CDOD) emerges as an effective
way to tackle this challenge. It adapts an object detector trained on a
labeled source domain to an unlabeled target domain [4, 7]. Many
methods have been proposed for CDOD in recent years. Among
them, the self-training-based methods, which treat detections of de-
tector in the target domain as pseudo labels, have gained widespread
attention because of their effectiveness [30]. A representative tech-
nique along this line is enhancing self-training with adversarial fea-
ture learning [18, 26]. For example, a SOTA method, D-adapt [18],
employs adapters to decouple the adversarial feature learning from
the detector training process. This preserves the transferability while
ensuring the discriminability of detectors (e.g. , detections in both
source and target domains are well separated in Fig. 1B). Despite
the effectiveness of this technique, it treats all pseudo labels equally,
resulting in low-quality ones harming the training process (e.g. ,
Fig. 1A). To mitigate this issue, recent methods, such as Harmo-
nious Teacher [7], utilize the re-weighting strategy. This strategy ef-
fectively reduces the negative influences of low-quality pseudo labels
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Figure 1: Comparison of existing techniques and our method.
(e.g. , Fig. 1C). However, as the re-weighting strategy pays less atten-
tion to transferability and discriminability, detections of different cat-
egories cannot be well separated when the domain gap is large (e.g. ,
Fig. 1D). The incompatibility of transferability/discriminability and
high-quality pseudo labels in exiting self-training-based techniques
inspires us to consider answering the following question in this study:
how to ensure the quality of pseudo labels while improving the
transferability and discriminability of the detectors?

To this end, we propose a self-training framework, I-adapt. I-adapt
aims to get a reliable quality metric of pseudo labels in the target
domain while keeping the transferability and discriminability of the
detectors. Observing that treating the classification score as the qual-
ity of the pseudo label [6, 21, 26] is not suitable (e.g. , in Fig. 2a,
the orange bounding box is of higher quality than the white one
but has a lower classification score), we expect to find a more re-
liable metric. In [40], researchers found that by aligning the clas-
sification scores with the IoUs between the detections and the cor-
responding ground-truth boxes, object detectors can achieve a more
accurate quality ranking of candidate detections. From such observa-
tion, we combine this IoU-classification consistency constraint with
D-adapt, which uses decoupled adversarial feature learning to en-
sure the transferability/discriminability of the detectors. The IoU-
classification consistency constraint ensures the classification score
is better aligned with the pseudo-label quality in the source domain,
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and the decoupled adversarial feature learning transfers this ability to
the target domain while ensuring discriminability. With such a joint
optimization, the classification score becomes a more reliable qual-
ity metric for pseudo labels in the target domain. For example, in
Fig. 2b, with our method, the green box of high quality has a higher
calibrated confidence score than the blue one of low quality. Based on
this improved classification score (named quality score), we designed
a re-weighting strategy that makes the detector treat pseudo labels of
various qualities differently and focus on learning from high-quality
ones. As the bounding box pseudo labels are calculated after the gen-
eration of category pseudo labels and quality scores, they may not be
consistent. Therefore, we further developed a Mutual Improvement
method to adjust the bounding boxes, quality scores, and category
pseudo labels mutually for consistency. We conducted several ex-
periments on four CDOD tasks to validate the effectiveness of our
method compared with the SOTA CDOD methods.

In summary, the main contributions of our work are:

• An improved self-training-based framework that gets a reliable
quality metric of pseudo labels in the target domain while keeping
the transferability and discriminability of the detectors.

• A re-weighting strategy that makes the model treat pseudo labels
of various qualities differently and focus on learning from high-
quality ones.

• Extensive experiments that show that our method achieves state-
of-the-art performance on several CDOD tasks.

2 Related Work
2.1 Object Detection

Based on the model architecture, current object detectors can be gen-
erally categorized into three types: CNN-based, transformer-based,
and CNN-transformer hybrid detectors. Our work is most related to
CNN-based object detectors. Accordingly, this section is dedicated
to reviewing the relevant literature within this category.

CNN-based detectors can be generally categorized into two
types: one-stage and two-stage detectors. One-stage detectors
directly regress the localizations and categories of objects from
images. For example, YOLO series object detectors [11, 34] are
known for their effective balance between real-time detection and
accuracy. RetinaNet [27] applies the focal loss to handle the extreme
foreground-background class imbalance encountered during the
training. FCOS [33] applies a fully convolutional network in a
per-pixel prediction fashion to simplify the detection procedure.
Two-stage detectors, such as Faster-RCNN, introduce the region
proposal network (RPN) [31] to generate class-agnostic proposals,
and then refine these proposals to get the final localizations and
classifications. Mask R-CNN [12] detects objects in an image while
concurrently producing a segmentation mask for each instance.

The main goal of the aforementioned methods is to improve the
detector performance in labeled datasets. However, when the test data
differs visually from the training data, the detector performance will
drop greatly. In this paper, we focus on improving the cross-domain
generalization ability of both one-stage and two-stage detectors.

2.2 Cross-Domain Object Detection (CDOD)

CDOD adapts an object detector trained on a labeled source do-
main to an unlabeled target domain. Recent popular works can be
generally grouped into four types: vanilla adversarial feature learn-
ing [13, 14, 15, 23, 32, 37, 39, 44], self-training strategy [7, 18, 26],
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Figure 2: the visualizations of pseudo labels generated by D-
adapt [18] (a) and I-adapt (b). From the visualizations, we can see
that the scores of pseudo labels generated by I-adapt are more con-
sistent with the pseudo-label quality than these generated by D-adapt,
and thus are more suitable to be the weights of pseudo labels.

graph reasoning [9, 24], and style transfer [6, 16]. In this paper,
we focus on two lines: adversarial feature learning and self-training
strategy. The main idea of adversarial feature learning is extracting
domain-invariant features from the source and target domain to make
features more transferable. The domain-invariant features can be ex-
tracted from different levels, such as image-level [13, 23, 32, 39],
pixel-level [15, 44] and instance-level [44]. Though successful, di-
rectly applying adversarial feature learning in detectors could lead
to the distortion of semantic features and the reduction of detector
discriminability [10], leading to the sub-optimal performance. Self-
training strategy aims to generate reliable pseudo labels in the tar-
get domain to retrain the detector in a supervised manner. Unbiased
Mean Teacher (UMT) [6] utilizes Teacher-Student paradigm (TS)
with pixel-level adaptation to improve the transferability of detectors
towards the target domain. Adaptive Teacher (AT) [26] combines the
self-training strategy with adversarial feature learning to narrow the
domain gap between source and target domains. D-adapt [18] uti-
lizes adapters to separate adversarial feature learning from the detec-
tor training process, thus ensuring transferability and discriminabil-
ity. Despite the effectiveness of UMT, AT and D-adapt, their perfor-
mance is limited by the low-quality pseudo labels. To address this
issue, Harmonious Teacher [7] proposes a re-weight strategy to re-
duce the negative influences of low-quality pseudo labels. However,
when the domain gap is large, the weights will be inconsistent with
the quality of pseudo labels, and pseudo labels of different categories
cannot be well separated, thus misguiding the model training.

In this paper, we propose an improved adapter-based self-training
framework, which generates reliable quality weights for pseudo la-
bels and ensures the transferability/discriminability of the detector.

3 Preliminary and Background

3.1 Problem Setting

We assume there are ns labeled samples Ds = {(Xi
s, B

i
s, C

i
s)}

ns

i=1

from the source domain, and nt unlabeled samples Dt =
{(Xi

t , )}
nt

i=1 from the target domain. Here Xi
s and Xi

t denote the i-th
image from the source domain and the target domain, respectively.
Bi

s and Ci
s denote the bounding boxes and category labels of objects

in the i-th image, respectively.

3.2 D-adapt: A CDOD Method Without Re-weighting

As depicted on the left side of Fig. 3, D-adapt consists of three net-
works, the detector Gdet, the Category Adapter (CA), and the Bbox
Adapter (BA). CA and BA are used to generate pseudo labels for
training Gdet. Taking Faster-RCNN [31] as an example, the training
process of D-adapt unfolds as follows.
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Figure 3: Comparison between D-adapt and I-adapt. D-adapt consists of three networks, the detector, the Category Adapter (CA), and the Bbox
Adapter (BA). CA and BA can generate category and bounding box pseudo labels respectively in the target domain. In I-adapt, we replace CA
with the proposed IoU Adapter, which can generate category pseudo labels and quality scores, and propose Mutual Improvement to handle the
problem of inconsistency in pseudo labels. The details will be discussed in Sec. 4.

(1) Pre-train the detector. For an effective initialization, D-adapt
first pre-trains Gdet on the source domain Ds with the training loss
of Faster-RCNN Ldet

s , which consists of RPN loss LRPN , RoI clas-
sification loss LROI

cls , and RoI localization loss LROI
reg .

(2) Generate new data distributions for training adapters. Then,
the pre-trained Gdet is used to generate two new data distributions,
the source and the target detection distributions Dpred

s and Dpred
t .

Each detection in them consists of a region xdet cropped in image X ,
its bounding box bdet, and predicted category cdet. Since samples in
Ds are labeled, each detection in Dpred

s is annotated with a ground-
truth bounding box bs and a ground-truth category label cs, following
the annotation strategy of RoI in Faster-RCNN.

(3) Train CA to generate category pseudo labels. By utilizing ad-
versarial feature learning, CA is trained on Dpred

s and Dpred
t to gen-

erate category pseudo label ĉt for each region xdet
t ∈ Dpred

t .

(4) Train BA to generate bounding box pseudo labels. Accord-
ing to cs and ĉt, D-adapt separates the foreground detections Dfg

s

and Dfg
t from Dpred

s and Dpred
t , respectively. Then, an IoU dispar-

ity discrepancy method is applied to train BA on Dfg
s and Dfg

t . This
method encourages the feature extractor of BA to output domain-
invariant features. After the training, BA is utilized to generate a
bounding box pseudo label b̂t for each xdet

t ∈ Dfg
t .

(5) Train the detector with pseudo labels. Based on the category
and bounding box pseudo labels generated by the two adapters, Gdet

is trained with loss Ldet
t in the target domain in a supervised manner.

Steps (2) to (5) are repeated for T iterations until the training pro-
cess converges. Note that the two adapters (CA and BA) are only
used in the training phase.

Through these steps, D-adapt decouples the adversarial adap-
tion (steps (3) and (4)) from the training of the detector (step (5)).
This ensures the transferability and discriminability of the detector,
which makes D-adapt achieve competitive performance on various
datasets [18]. However, when analyzing the results of D-adapt, we
identify one issue that limits its performance: many pseudo labels
generated by CA and BA are of low-quality, which harms the
training of the detector in step (5). To tackle this problem, we pro-
pose a new self-training-based CDOD framework, I-adapt, with a re-
weighting strategy, enabling the detector to focus on learning from

high-quality pseudo labels and reducing the effect of low-quality
ones [29, 38]. As its simplicity, this method can be easily integrated
with existing CDOD methods to improve detection performance.

Algorithm 1: I-adapt Training Pipeline
Input: Source domain Ds, target domain Dt, number of

iterations T
Output: Cross-domain object detector Gdet

1 initialize the object detector Gdet by optimizing with Ldet
s ;

for t = 1 → T do
2 generate detections Dpred

s and Dpred
t for each sample in

Ds and Dt by Gdet;
3 for each mini-batch in Dpred

s and Dpred
t do

4 train the IoU Adapter GIA;
5 end
6 generate category pseudo label ĉt and quality score q̂t for

each detection in Dpred
t ;

7 separate foreground detections Dfg
s and Dfg

t from Dpred
s

and Dpred
t ;

8 for each mini-batch in Dfg
s and Dfg

t do
9 train the Bbox Adapter GBA;

10 end
11 generate bbox pseudo label for each detection in Dfg

t ;
12 generate consistent detections DMI

t from Dfg
t ;

13 train the object detector Gdet by optimizing with Ldet
t ;

14 end

4 Proposed Method

In this section, we use D-adapt as the base model to demonstrate the
basic idea of the proposed I-adapt. As depicted on the right side of
Fig. 3, I-adapt comprises two significant enhancements. First, it re-
places the Category Adapter with the IoU Adapter (Sec. 4.1), which
can generate category pseudo label and quality score for each detec-
tion in the target domain. As the bounding box (referred to as bbox)
pseudo labels may not be consistent with the category pseudo labels
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Figure 4: An overview of our IoU Adapter. The source domain and the target domain data share a common network, which is composed of
three parts: the feature extractor F cls, the classification head Gcls, and the domain discriminator D.

and quality scores during the training process, a Mutual Improvement
method (Sec. 4.2) generating consistent detections DMI

t is added af-
ter Step (4) in D-adapt. In line with I-adapt, we define the training
losses of the detector (Sec. 4.3) with some modifications compared
to D-adapt. A brief process of I-adapt is summarized in Algorithm 1.

4.1 IoU Adapter

As we discussed in Sec. 1, by aligning the classification score with
gt_IoU (i.e. , the IoU between a detection and its corresponding
ground truth box), detectors can achieve a more accurate quality
ranking of candidate detections. However, as the ground-truth box
in the target domain is not available, gt_IoU can not be calculated in
the target domain. To tackle this issue, we propose the IoU Adapter
(IA) to replace CA in D-adapt. It generates category pseudo labels
while predicting gt_IoU accurately in the source and target domain.

Fig. 4 shows an overview of IA. Motivated by CDAN [28], it con-
sists of three parts: a feature extractor F cls, a domain discriminator
D, and a classification head Gcls. Specifically, F cls is used to extract
features from images in both source and target domains. Gcls outputs
the classification scores for input images. D serves to differentiate
whether the features originate from the source or target domain. IA
is trained using the following loss:

LIA = Lcls_iou
s + λLcls

adv. (1)

Here Lcls
adv is the Adversarial Domain Adaption loss to make the

learned features transferable and discriminative. Lcls_iou
s is the IoU-

Classification Consistency loss to ensure that the classification scores
are better aligned with the quality of pseudo labels. λ is a weight to
balance Gcls and D.

Adversarial Domain Adaptation loss. This loss encourages F cls to
extract transferable and discriminative features f . To make features
f more transferable, we encourage D to distinct the features from
the source and target domains while encouraging F cls to fool D,
thereby enabling F cls to extract domain-invariant features. In addi-
tion, to make features f more discriminative, classification informa-
tion g is also input to D, making f align according to their respective
categories instead of the dominant ones. Accordingly, the Adversar-
ial Domain Adaptation loss can be written as:

Lcls
adv = −(E

xdet
s ∼Dpred

s
log[D(fs, gs)]+

E
xdet
t ∼Dpred

t
log[1−D(ft, gt)]).

(2)

IoU-Classification Consistency loss. This loss makes the classifica-
tion head Gcls output classification score consistent with gt_IoU . To
achieve this, we utilize the varifocal loss [40] during training. Specif-
ically, in the training phase, we select a region xdet

s from Dpred
s and

get its class prediction distribution P = {p1, p2, ..., pn} by feeding
xdet
s into IA. Here pi is the classification score for the i-th class, and

n is the number of classes, including the background class. If using
the standard one-hot ground-truth label encoding, its corresponding
label is Y = {0, 0, . . . , ycs , . . . , 0}, where cs is the ground-truth
class, and ycs = 1. Instead, we change ycs in IA as follows,

ycs =

{
gt_IoUs xdet

s is forground,

1− gt_IoUs xdet
s is background.

(3)

Note that for the background region xdet
s ∈ Dbg

s , we use the maxi-
mum IoU between it and all ground-truth boxes in the corresponding
image as the value of gt_IoU , and use 1 − gt_IoU as its ycs . The
rationale behind this is that the smaller the IoU between the pre-
dicted bounding box and the ground-truth boxes, the more likely it is
a background region.

Based on the modified ground-truth one-hot labels, the varifocal
loss is expressed as follows:

Lvfl(yi, pi) =

{
−yi(yi log (pi) + (1− yi) log (1− pi)) yi > 0,

−αpγi log (1− pi) yi = 0.

(4)
Here pi and yi are the elements in P and Y , respectively. α and γ
are two hyper-parameters to balance the losses of positive and nega-
tive samples. This varifocal loss aligns the classification scores with
gt_IoUs, therefore making the classification scores a better measure
for the quality of pseudo labels. Overall, the IoU-Classification Con-
sistency loss can be written as:

Lcls_iou
s = E

xdet
s ∼Dpred

s

1

n

n∑
i=1

Lvfl(yi, pi). (5)

After training IA with LIA, argmax{P} of a region xdet
t is re-

garded as its category pseudo label ĉt, and max{P} is regarded as
its quality score q̂t.

4.2 Mutual Improvement

Got the category pseudo labels and quality scores, we further utilize
BA to generate the bounding box pseudo label b̂t for each detection
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Figure 5: An overview of pseudo label processing in I-adapt. (a) Given a region xdet

t in the target detection distribution Dpred
t , (b) we first

use the IA to generate a relatively accurate category pseudo label ĉt and a quality score of pseudo label q̂t for it. (c) Then, BA is used to
generate a bounding box pseudo label b̂t for each foreground region xdet

t ∈ Dfg
t . Since the bounding box is updated, the category pseudo

label ĉt and the quality score q̂t may be outdated (e.g. , the object in the updated bounding box is more likely to be a “bike” instead of a
“person”). (d) Thus, we utilize a Mutual Improvement step to update b̂t, ĉt, and q̂t iteratively to make them consistent with each other.

in Dfg
t . However, since the category pseudo label ĉt and the qual-

ity score q̂t are generated by IA based on the bounding box bdett

(Fig. 5b), ĉt and q̂t will be inconsistent with b̂t (Fig. 5c).
To address this issue, a Mutual Improvement (MI) method is in-

troduced. Specifically, the region xdet
t of each outdated detection is

input into IA to generate new category pseudo label ĉt′ and quality
score q̂t′, ensuring their consistency with b̂t (Fig. 5d). We denote the
new data distribution generated by MI as DMI

t . Each prediction in
DMI

t is denoted as (xdet
t , b̂t, ĉt

′, q̂t
′). Although we can further uti-

lize BA and IA in turn to improve the consistency, it will increase
computational time. In practice, we find that an “IA-BA-IA” process
is enough for downstream training.

4.3 Detector Training

Using Faster-RCNN as an example, we provide the details of the de-
tector training losses used in I-adapt. As most of the losses are similar
to that of D-adapt, we only describe the different parts: modification
in RoI classification loss and training in the target domain.

Modification in RoI classification loss. In line with I-adapt, we use
the varifocal loss (Eq. (4)) to replace the RoI classification loss LROI

cls

in the model training. Specifically, when training the detector in the
source domain, for each detection, the ground truth Y for varifocal
loss is obtained in the same way as for IA. While in the target domain,
Y is assigned to {0, 0, . . . , y

c
psd
t

, . . . , 0}, where y
c
psd
t

is assigned to

qpsdt . cpsdt is the category pseudo label in the target domain. qpsdt is
the quality score of each pseudo label in the target domain.

Training in the target domain. Similar to D-adapt, we also only
train the RoI head in the target domain. In addition, the losses are
only calculated on the regions where the pseudo labels are located.
Based on the quality scores and pseudo labels generated by IA and
BA, we train the detector with Ldet

t :

Ldet
t = EDbg

t
eq̂t−1LROI

cls (Xt, b
det
t , ĉt, q̂t)+

EDMI
t

eq̂t
′−1LROI

cls (Xt, b̂t, ĉt
′, q̂t

′).
(6)

We assign a weight eq
psd
t −1 for each pseudo label, enabling the de-

tector to focus on learning from high-quality pseudo labels and re-
ducing the effect of low-quality ones.

5 Experiments and Analysis
5.1 Datasets

We conducted the experiments on six datasets, including
Cityscapes [5], Foggy Cityscapes [5], Sim10k [20], PASCAL

VOC [8], Comic2k [17], and Clipart [17]. Cityscapes comprises a
collection of outdoor street scenes captured under clear weather.
Foggy Cityscapes is a synthetic foggy dataset generated from
Cityscapes. Both of them contain 2,975 training images and 500
validation images of eight categories. Sim10k contains 10,000
images of driving scenes derived from the video game Grand
Theft Auto V (GTA5). PASCAL VOC is a real-world dataset with
16,551 training images of 20 categories. Clipart consists of 1,000
cartoon images and shares 20 categories with PASCAL VOC.
Comic2k has 1,000 comic images for training and another 1,000
for testing, sharing 6 categories with PASCAL VOC. Based on
these datasets, we followed [18] to construct four CDOD tasks,
including Cityscapes→Foggy Cityscapes, Sim10k→Cityscapes,
PASCAL VOC→Clipart, and PASCAL VOC→Comic2k. To
determine the degree of domain gaps of these tasks, we trained
detectors on the source domains and tested them on both source and
target domains. According to the performance gaps on these two
domains, we found that the tasks Cityscapes→Foggy Cityscapes
and Sim10k→Cityscapes have smaller domain gaps, and PASCAL
VOC→Clipart/Comic2k have larger domain gaps.

5.2 Implementation Details

For a fair comparison, We compared I-adapt with the other meth-
ods based on Faster-RCNN detector with ResNet101 or VGG16
backbone, and the results are reported by mean Average Precision
(mAP) with a threshold of 0.5. We conducted all experiments using
an RTX 4090 GPU. The α and γ in Eq. 4 are set to 0.75 and 1.5 in
small domain gap tasks (Cityscapes → Foggy Cityscapes, sim10k →
Cityscapes), and 0.75 and 1.75 in large domain gap tasks (PASCAL
VOC → Clipart, PASCAL VOC → Comic2k). The IoU Adapter
(IA) is initialized with a ResNet101 pre-trained for ten epochs in the
source domain. Then, we train IA in both domains for four epochs.
The rest parameters were set as the same in D-adapt [18]. The models
are evaluated on the target domain.

5.3 Result Analysis

As shown in Tables 1, 2, 3, and 4, we compare the proposed method
with SOTA methods in four CDOD tasks. We also present the evalu-
ation results of the detector trained on the source domain only in the
row “source-only.” The row “oracle” shows the results of the model
that was trained and evaluated both on the target domain.

Real-to-Artistic Adaptation (PASCAL VOC→Clipart and PAS-
CAL VOC→Comic2k). Tables 1 and 2 show the results
of two CDOD tasks, PASCAL VOC→Clipart and PASCAL
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Table 1: Results from PASCAL VOC to Clipart. ResNet101 is used as the backbone for all models.
Method aero bcycle bird boat bottle bus car cat chair cow table dog hrs bike prsn plnt sheep sofa train tv mAP (%)

source-only 32.7 52.8 22.6 33.5 36.5 44.8 33.9 17.1 43.5 13.8 32.0 9.6 35.7 49.6 39.3 42.7 4.5 18.9 37.4 40.2 32.1
SWDA [32] 26.2 48.5 32.6 33.7 38.5 54.3 37.1 18.6 34.8 58.3 17.0 12.5 33.8 65.5 61.6 52.0 9.3 24.9 54.1 49.1 38.1

UMT [6] 39.6 59.1 32.4 35.0 45.1 61.9 48.4 7.5 46.0 67.6 21.4 29.5 48.2 75.9 70.5 56.7 25.9 28.9 39.4 43.6 44.1
MGA [44] _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 44.8
TIA [42] 42.2 66.0 36.9 37.3 43.7 71.8 49.7 18.2 44.9 58.9 18.2 29.1 40.7 87.8 67.4 49.7 27.4 27.8 57.1 50.6 46.3
AT [26] 33.8 60.9 38.6 49.4 52.4 53.9 56.7 7.5 52.8 63.5 34.0 25.0 62.2 72.1 77.2 57.7 27.2 52.0 55.7 54.1 49.3

VSDSN [2] 53.6 64.3 43.1 41.0 44.7 76.6 53.6 29.3 45.8 62.5 28.4 25.0 44.8 84.0 69.0 44.6 25.7 37.0 59.3 64.4 49.8
MILA [22] 28.3 80.0 35.2 42.0 56.7 44.6 61.5 9.3 59.0 62.2 44.0 24.2 60.9 77.0 79.0 62.5 29.3 45.1 49.8 47.8 49.9

D-adapt [18] 56.4 63.2 42.3 40.9 45.3 77.0 48.7 25.4 44.3 58.4 31.4 24.5 47.1 75.3 69.3 43.5 27.9 34.1 60.7 64.0 49.0
I-Adapt(ours) 57.2 68.4 40.5 47.2 51.3 79.8 59.5 30.6 52.0 59.1 27.4 25.1 43.4 81.7 68.9 49.7 24.2 39.6 64.8 60.8 51.6

Table 2: Results from PASCAL VOC to Comic2k. ResNet101 is used
as the backbone for all models.

Method bike bird car cat dog prsn mAP (%)
source-only 35.6 12.9 24.5 15.4 17.2 37.3 23.8
MCAR [43] 47.9 20.5 37.4 20.6 24.5 50.2 33.5
VIDSN [2] 51.0 23.9 48.3 36.0 29.2 57.4 41.0
MILA [22] 59.1 28.5 49.8 28.3 35.7 66.3 44.6

D_adapt [18] 52.4 25.4 42.3 43.7 25.7 53.5 40.5
I-Adapt(ours) 52.1 29.9 47.6 38.2 40.1 65.6 45.6

oracle 41.5 29.4 37.6 48.1 35.4 70.1 43.7

Table 3: Results from Sim10k to Cityscapes. VGG16 is used as the
backbone for all models.

Method AP on Car (%)
source-only 36.6

DAF [4] 39.0
MGA [44] 49.8

PT [3] 55.1
VSDSN [2] 53.5
CSDA [9] 56.9

D-adapt [18] 50.3
I-Adapt(ours) 57.1

oracle 72.8

VOC→Comic2k, which have large domain gaps. In these two tasks,
our method surpasses D-adapt by 2.6% and 5.1%, and improves
the highest performance by 1.7% and 1.0%, respectively, achieving
new SOTA performances in both tasks. In task PASCAL VOC →
Comic2k, we notice that the performance of I-adapt even surpasses
that of “oracle.” A possible reason is that I-adapt generates abundant
high-quality pseudo labels and annotates more instances compared
to the annotations in Comic2k.

Synthetic-to-Real Adaptation (Sim10k→Cityscapes). As shown
in Table 3, we evaluate I-adapt by adapting the detector trained in a
synthetic dataset Sim10k to the real-world dataset Cityscapes. The
result shows that the proposed method outperforms D-adapt by a
large margin of 6.8%, and obtains 0.2% improvements compared to
the SOTA method CSDA [9].

Clear-to-Foggy Weather Adaptation (Cityscapes→Foggy
Cityscapes). In Table 4, we evaluate the effectiveness of the
proposed model on an adverse weather adaptation task, from
Cityscapes to Foggy Cityscapes. The proposed I-adapt exceeds the
state-of-the-art method CSDA [9] by 0.7% while achieving 5.2%
improvement compared with D-adapt. Note that we select the most
challenging foggy condition (i.e., 0.02) from the Foggy Cityscapes
as the target domain.

In addition to these methods, we also compared with a recently
proposed method, Harmonious Teacher (HT) [7]. The results are re-
ported in the supplemental material [41]. It shows that our method is
comparable with HT and surpasses HT on tasks with large domain
gaps (e.g. , PASCAL VOC→Clipart and PASCAL VOC→Comic2k).

5.4 Ablation Studies

In this part, we will discuss how the proposed methods contribute to
the performance of the detector. Denote ACC be the prediction ac-
curacy, and |∆si| be the average of L1 distances between classifica-
tion scores of true-positive foreground predictions and their IoU with

Table 4: Results from Cityscapes to Foggy Cityscapes. VGG16 is
used as the backbone for all models. “*” means that CycleGAN [45]
is used to perform source-to-target translation.

Method prsn rider car truck bus trn mot bike mAP (%)
source-only 31.2 38.4 38.3 11.5 18.3 4.6 21.0 30.8 24.3

DAF [4] 25.0 31.0 40.5 22.1 35.3 20.2 20.0 27.1 27.6
SWDA [32] 29.9 42.3 43.5 24.5 36.2 32.6 30.0 35.3 34.3
MCAR [43] 32.0 42.1 43.9 31.3 44.1 43.4 37.4 36.6 38.8
MGA [44] 45.7 47.5 60.6 31.0 52.9 44.5 29.0 38.0 43.6

PT [3] 40.2 48.8 59.7 30.7 51.8 30.6 35.4 44.5 42.7
VSDSN [2] 42.3 51.1 56.0 25.6 41.6 33.1 32.8 40.9 40.4
VSDSN* [2] 45.0 55.2 61.7 29.3 44.0 29.0 36.2 46.9 43.4

CSDA [9] 46.6 46.3 63.1 28.1 56.3 53.7 33.1 39.1 45.8
D-adapt [18] 43.1 51.8 58.1 26.3 36.8 14.6 32.2 42.0 38.1

D-adapt* [18] 44.9 54.2 61.7 25.6 36.3 24.7 37.3 46.1 41.3
I-Adapt(ours) 44.4 53.3 60.0 27.4 38.9 34.3 34.4 45.0 42.2
I-Adapt*(ours) 46.2 42.6 62.2 40.9 46.2 55.6 47.3 30.8 46.5

oracle 49.4 55.8 69.5 33.6 43.8 32.8 38.3 46.5 46.7

Table 5: Ablation study in Cityscapes→Foggy Cityscapes. CA, IA,
BA, MI represent Category Adapter, IoU Adapter, Bbox Adapter, and
Mutual Improvement, respectively. The “Baseline” method means
only training the detector in the source domain. Both D-adapt and
I-adapt use CycleGAN [45] to perform source-to-target translation.

Method CA IA BA MI mAP(%)
Baseline _ _ _ _ 23.5

D-adapt [18] ✓ ✓ 41.3

modules
✓ ✓ 45.9
✓ ✓ ✓ 46.5

corresponding ground-truth bounding boxes. We measure the incon-
sistency between classification scores and the pseudo-label quali-
ties with |∆si|. All experiments have been conducted on two tasks:
PASCAL VOC→Clipart (large domain gap) and Cityscapes→Foggy
Cityscapes (small domain gap). T (number of iterations in Algo-
rithm 1) is set to 1 for a fair comparison.

Ablation study on I-adapt. We conducted ablation studies on four
tasks. Due to the limited space, we only show the results in the
task Cityscapes→Foggy Cityscapes, and the rest of the results can
be found in the supplemental material [41]. As shown in Table 5,
by adding IoU Adapter and Mutual Improvement step by step, the
model performance is enhanced gradually. It demonstrates that : (1)
the quality scores accurately reflect the quality of pseudo labels, and
the corresponding weights encourage the model to focus on learning
from high-quality ones; (2) MI makes category pseudo labels and
quality scores more consistent with bounding box pseudo labels.

To further explain why the IA and MI modules are effective, we
conducted two more experiments.

Effectiveness of the IoU Adapter. Table 6a shows the effectiveness
of IA mentioned in Sec 4.1. When the detector is only trained on
the source domain, the ACC of target detections Dpred

t is low, re-
sulting in poor performance of the detector in the target domain. By
applying the proposed IoU Adapter, the ACC in Dpred

t increase by
34.1% and 28.0% respectively. And |∆si| also drops by 0.20 and
0.04. These results show that IA learns transferable and discrimi-
native features, and makes the classification scores more consistent
with pseudo-label qualities in both small and large domain gap tasks.

Effectiveness of the Mutual Improvement. Table 6b illustrates the
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Figure 6: Detection results in the task Cityscapes→Foggy Cityscapes. We show the results of D-adapt [18] and I-adapt (ours) above.
Table 6: Ablation on IoU Adapter and Mutual Improvement. The
bold font indicates better. V→CP and C→F represent task PASCAL
VOC→Clipart, Cityscapes→Foggy Cityscapes, respectively.

(a) Ablation on IoU Adapter.

task source only IoU Adapter
ACC in Dpred

t |∆si| ACC in Dpred
t |∆si|

V->CP 57.0% 0.32 91.1% (↑34.1%) 0.12 (↓0.20)
C->F 58.4% 0.14 86.4% (↑28.0%) 0.10 (↓0.04)

(b) Ablation on Mutual Improvement.

task |∆si| ACC in Dfg
t

IA IA+BA IA+BA+MI BA BA+MI
V->CP 0.12 0.16 0.11 60.3% 65.1% (↑4.8%)
C->F 0.10 0.11 0.10 51.6% 58.8% (↑7.1%)

changes of |∆si| and ACC after inputting foreground detections Dfg
t

to different modules. Since D-adapt [18] has proved that BA can im-
prove the localization performance of detection, we can infer that
the quality of pseudo labels in Dfg

t will be better after applying BA
to generate bounding box pseudo labels for each region xdet

t ∈ Dfg
t ,

which means that |∆si| will reduce. However, from columns 2 and 3,
|∆si| increases after “BA” is introduced. From this contradiction, we
can infer that inconsistency happens between bounding box pseudo
labels, category pseudo labels, and quality scores. By introducing
Mutual Improvement (MI), |∆si| drops by 0.05 and 0.01 in two tasks
(columns 3 and 4), showing that MI improves the consistency be-
tween bounding box pseudo labels and quality scores. From the in-
crement of ACC in Dfg

t (columns 5 and 6), the consistency between
bounding box pseudo labels and category pseudo labels is also im-
proved by MI. These results show that MI successfully improves the
consistency between bounding box pseudo labels, category pseudo
labels, and quality scores.

5.5 Qualitative Evaluation

Fig. 6 shows four detection results obtained by D-adapt and I-adapt
in the task Citysapes→Foggy Cityscapes. In the first column, I-
adapt can detect more true-positive objects than D-adapt, showing

the effectiveness of I-adapt. In the second column, I-adapt predicts a
more accurate bounding box (pointed by green arrow) than D-adapt
(pointed by red arrow). Additionally, from the pictures in the third
and fourth columns, the detection results of D-adapt contain false
positive results (e.g. , three “car” detections in the red dashed circle),
which means that the detector is misguided by the low-quality pseudo
labels generated by D-adapt. Compared with D-adapt, the proposed
I-adapt predicts the bounding box more accurately and detects fewer
false-positive objects. From these observations, we can infer that I-
adapt can guide the detector to focus on learning from high-quality
pseudo labels while reducing the effect of low-quality ones.

6 Conclusion

In this work, we propose an effective adapter-based self-training
framework named I-adapt. The proposed IoU Adapter can gener-
ate category pseudo labels and quality scores of pseudo labels in
the target domain. Based on the quality scores, we propose a re-
weighting strategy. It enables the detector to focus on learning from
high-quality pseudo labels and reduces the effect of low-quality
ones. Moreover, the proposed Mutual Improvement makes category
pseudo labels and quality scores more consistent with bounding box
pseudo labels. Our proposed I-adapt can be easily combined with the
other detectors to adapt them to new domains that have different fea-
ture distributions. The results of various experiments show that the
proposed I-adapt surpasses current state-of-the-art methods.
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