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Abstract. Today, both science and industry rely heavily on machine
learning models, predominantly artificial neural networks, that be-
come increasingly complex and demand more computing resources
to be trained. In this paper, we will look holistically at the efficiency
of machine learning models and draw the inspirations to address
their main challenges from the green sustainable economy princi-
ples. Instead of constraining some computations or memory used
by the models, we will focus on reusing what is available to them:
computations done in the previous processing steps, partial infor-
mation accessible at run-time, or knowledge gained by the model
during previous training sessions in continually learned models. This
new research path of zero-waste machine learning can lead to several
research questions related to efficiency of contemporary neural net-
works - how machine learning models can learn better with less data?
How they select relevant data samples out of many? Finally, how can
they build on top of already trained models to reduce the need for
more training samples? Here, we explore all the above questions and
attempt to answer them.

1 Introduction
Today, both science and industry heavily depend on machine learn-
ing models, especially artificial neural networks, which are becom-
ing increasingly complex and require substantial computational re-
sources. This trend is evident in a wide range of applications, from
medical image processing to robotics. However, the most significant
computational demands of machine learning models are seen in large
high-energy physics experiments, where an enormous amount of data
is generated and analyzed. For example, the ALICE experiment at
CERN’s Large Hadron Collider (LHC), the world’s largest and most
powerful particle accelerator, gathers several petabytes of data every
hour, which is processed by numerous machine learning models.

The computations run by machine learning models to process
this increasing amount of data come at an enormous price of long
processing time, high energy consumption and large carbon foot-
print generated by the computational infrastructure [32]. Existing ap-
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proaches to reduce this burden are either focused on constraining the
optimization with a limited budget of computational resources [17]
or they attempt to compress models [15].

In this paper, we look holistically at the efficiency of machine
learning models and draw inspiration to address their main chal-
lenges from the green sustainable economy principles. Instead of
limiting training of machine learning models, we ask a different
question: how can we make the best out of the resources and in-
formation and computations that we already have access to? Instead
of constraining the number of computations or memory used by the
models, we focus on reusing what is available to them: computations
done in the previous processing steps, partial information accessible
at run-time or knowledge gained by the model during previous train-
ing sessions in continually learned models. We look at the research
problem of efficient machine learning from the computation recy-
cling perspective and propose methods to overcome its main chal-
lenges. Driven by this assumption, we have initiated a new research
path of zero-waste machine learning focused on saving computa-
tions of machine learning models and reducing their impact on re-
source usage. This research is currently done in our research group
at IDEAS NCBR, a Polish publicly-funded AI Center, and this paper
aims to summarize recent works of this group.

To explore the landscape of zero-waste machine learning, we ask
the following research questions:
• How to optimize the resource usage of machine learning models

by enforcing zero-waste policy and computations recycling?
• How to train neural network-based representations efficiently by

conditioning their computations?
• How to accumulate knowledge efficiently within and beyond con-

tinually learned models?
• How can we evaluate machine learning models’ efficiency from

the resource recycling perspective?
We attempt to answer the above questions in the remainder of this

paper. We define zero-waste machine learning as a research path to-
wards more efficient machine learning models, focused specifically
on two aspects of re-using available resources: conditioning compu-
tations and acquiring knowledge in continually trained models. In the
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last part of this work, we look at the real-life use cases of zero-waste
machine learning in autonomous robots and explore how the wide
range of constraints they face can be used to inspire new approaches
towards efficiency. We conclude this article with some general ob-
servatations and paths towards more resource-aware development of
new machine learning models.

2 Conditional computations

Conditional computation is a technique in deep learning where only a
subset of a model’s components are activated during a forward pass,
rather than using the entire network. This approach reduces compu-
tational costs and improves efficiency without significantly compro-
mising performance. Our work in conditional computation focuses
on two main paradigms: Mixture of Experts (MoE) and Early-Exit
strategies. Below we outline our recent works in this area.

In the Mixture of Experts paradigm, conditional computation is
achieved by routing different inputs to different subsets of experts,
instead of engaging all experts for every input. This selective activa-
tion allows the model to scale effectively, as only the most relevant
experts are used, thereby conserving computational resources.

Early exits, another form of conditional computation, enable the
network to terminate the forward pass early for certain inputs if suf-
ficient confidence is achieved in the predictions. This mechanism is
particularly useful when some inputs are easier to process than oth-
ers, allowing the model to save computation time by exiting early for
simpler inputs.

Zero Time Waste: Recycling Predictions in Early Exit Neural
Networks [37]. In this work we initiated our research on zero-waste
machine learning methods. We proposed Zero Time Waste (ZTW),
an efficient early-exit approach especially suitable for application
to pre-trained models. While early-exiting is an established method
to accelerate classification models [31], common early-exit methods
discard information from previous classification heads if the classi-
fier confidence is low. By reusing that information instead, ZTW is
able to achieve state-of-the-art performance-vs-compute results.

Exploiting Activation Sparsity with Dense to Dynamic-k
Mixture-of-Experts Conversion. While Mixture of Experts mod-
els were previously used mostly for scaling up the parameter count
of the models [6], a recent work of Zhang et al. [40] has shown that
static models can be converted to MoEs to improve execution time.
Our work makes further progress to improve such converted MoE
models by: 1) showing that the efficiency of the conversion can be
significantly enhanced by enforcement of activation sparsity in the
base model; 2) proposing Expert Contribution Routing, a novel ob-
jective for the training of the gating networks, which are now tasked
to predict the output norm of each expert for the given input; 3) intro-
ducing dynamic-k gating, which allows the model to appropriately
distribute its computational budget between easy and hard inputs;
4) extending the proposed conversion scheme to any linear layers
such as multi-head attention projections. The conversion and router
training scheme is presented in fig:d2dmoe. The proposed method,
D2DMoE (Dense to Dynamic-k Mixture of Experts), outperforms
existing approaches on common NLP and vision tasks, allowing us
to save up to 60% of inference cost without significantly affecting
model performance.

Adaptive Computation Modules: Granular Conditional Com-
putation For Efficient Inference. The ability of a model to ad-
just the computational cost on a granular, per-token basis was also
the inspiration for Adaptive Computation Module (ACM), which
we recently proposed. An ACM consists of a sequence of learners

Figure 1: ACM-based model adapts its computational load to spend
its resources on the semantically important regions of the input.

that progressively refine the output of their preceding counterparts.
An additional gating mechanism determines the optimal number of
learners to execute for each token, which results in a spatially varying
computational load for images, as shown in 1. Furthermore, in con-
trast to MoE layers, the learner-based approach limits the number of
possible combinations of learners that can be executed for a token.
This allows for an efficient GPU implementation that has an execu-
tion time that scales linearly with the number of executed floting-
point operations (FLOPs). Our evaluation of transformer models in
computer vision and speech recognition demonstrates that substi-
tuting layers with ACMs significantly reduces inference costs with-
out degrading the downstream accuracy for a wide interval of user-
defined budgets.

Scaling Laws for Fine-Grained Mixture of Experts. [14] This
paper discusses the efficiency of Mixture of Experts models in re-
ducing the computational cost of Large Language Models (LLMs).
We introduce a new hyperparameter, granularity, to precisely control
the size of experts. We further establish scaling laws to estimate the
performance for fine-grained MoE models considering training to-
kens, model size, and granularity. The laws allow us to find optimal
parameters for a given computational budget. The findings show that
MoE models consistently outperform dense Transformers, especially
as model size and training budget increase. The paper argues against
the common practice of setting the size of MoE experts to match the
feed-forward layer size. The results indicate that higher granularity
leads to better performance and efficiency at any computational bud-
get with the efficiency gap compared to vanilla transformers and non-
granular MoE models increasing for higher budgets. Thus, we chal-
lenge previous claims that dense models might surpass MoE at large
scales. The work provides practical guidance for selecting optimal
training hyperparameters, emphasizing the importance of granular-
ity and training duration for compute-efficient large language mod-
els. The paper was published at ICLM 2024.

SADMoE: Exploiting Activation Sparsity with Dynamic-k
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Figure 2: D2DMoE finetunes a static model to enforce activation sparsity, then splits the weights into experts, and finally trains the router
to predict the norm of each expert. In inference, a threshold hyperparameter is used to skip the computation of experts with a relatively low
predicted output norm.

Gating [34]. In this paper we introduce the Sparsified Activation
Dynamic-k Mixture of Experts (SADMoE) approach to enhance the
efficiency of Transformer models by leveraging activation sparsity.
We propose transforming parts of the network into Mixture of Ex-
perts layers and enforcing higher activation sparsity levels, lead-
ing to significant computational savings. Moreover, we introduce a
dynamic-k expert selection rule, 4which adjusts the number of exe-
cuted experts based on the input’s complexity, optimizing computa-
tional resources. This method is further extended to multi-head at-
tention projections, yielding additional efficiency gains. Experimen-
tal results on various NLP and vision tasks demonstrate that SAD-
MoE can reduce inference costs by up to 60% without significantly
impacting model performance. This innovative approach addresses
the high computational demands of Transformer models, making
them more accessible for deployment in resource-constrained envi-
ronments.

Joint or Disjoint: Mixing Training Regimes for Early-Exit
Models. Our recent yet unpublished work on mixing training regimes
explores the efficiency mechanism of early exits in deep neural net-
works, which allows terminating the network’s forward pass before
processing all its layers. The study proposes a novel mixed training
approach, where the backbone network is initially trained on its own,
followed by joint training with internal classifiers. The research cate-
gorizes training strategies into disjoint, joint, and mixed regimes and
performs both theoretical (based on mutual information, loss land-
scape, and numerical rank) and empirical analyses to gauge their
performance and efficiency across various architectures and datasets.
The findings highlight that the mixed regime generally offers the
best balance between computational cost and accuracy, suggesting
its suitability for a wide range of input complexities and resource
constraints. The paper’s contributions provide valuable insights into
optimizing the training of early-exit models for more efficient deep
learning systems.

3 Acquiring knowledge in continual learning
The second pillar of zero-waste machine learning, Continual Learn-
ing (CL), has emerged as a critical paradigm in the field of deep
learning, aiming to enable models to learn from a continuous stream
of data without forgetting previously acquired knowledge. However,
a significant challenge that remains is the phenomenon of catas-
trophic forgetting [22], where a model, when fine-tuned on new data,
tends to overwrite its previously acquired knowledge. The issue oc-
curs universally across different neural network architectures and can
severely limit the effectiveness of models in real-world, where in-

coming data distribution changes and i.i.d assumption is often too
strong.

Continual learning methods enable models to retain and in-
tegrate new information over time without forgetting previously
learned tasks. These methods can be grouped into three main cat-
egories: regularization-based methods, architecture-based models,
and replay-based methods [26, 21, 4, 36]. Depending on the appli-
cation scenario, one continual learning method may outperform oth-
ers. However, while many methods excel at mitigating catastrophic
forgetting in specific scenarios, their efficiency and sustainability as-
pects are often overlooked.

In the zero-waste machine learning research line, we address this
gap by focusing on the efficiency of CL methods. We emphasize the
necessity of CL in fostering energy-efficient deep learning models
and pose the following questions for CL methods: How can we ef-
ficiently accumulate knowledge in a sustainable and energy-efficient
manner, not just preventing forgetting from old tasks? Furthermore,
we explore beyond traditional CL: Can we continue to efficiently
adapt the model after deployment, even during test time, without any
labels?

Below, we present a set of our works that address the above
questions. Starting with classical continual learning methods, such
as class-incremental learning, we propose a new approach to ef-
ficiently incorporate new classes into the model. We then revisit
self-supervised and supervised model training to enhance knowledge
transferability and accumulation. We discuss how to improve the ef-
ficiency of generative replay methods using simple techniques, and
how to estimate data drift with adversarial attacks in continual learn-
ing. Finally, we propose one of the most promising zero-waste ma-
chine learning techniques – using model merging to address knowl-
edge accumulation in continual learning settings.

Divide and not forget: Ensemble of selectively trained experts
in Continual Learning [30]. A popular strategy for continual learn-
ing involves increasing a number of parameters during incremental
updates [38, 2]. Yet, this can result in indefinite parameter growth,
and therefore, we have experimented with a variant where the num-
ber of parameters is increased but kept fixed during the incremen-
tal updates. Our method SEED: Selection of Experts for Ensemble
Diversification fine-tunes only one, the most optimal expert for a
considered task. However, during inference, all experts contribute by
performing Bayes classification as presented in Figure 3. During the
training, we do not increase computation requirements, as we still
only train the selected expert. Additionally, the number of trainable
parameters can be limited even more by sharing the first few layers
of the experts’ network. That gives the method a lot of flexibility and
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versatile application possibilities. SEED presents outstanding results
in both scenarios: where the first task is big (scenario promoting sta-
bility) and learning from scratch on multiple small tasks (scenario
promoting plasticity).

FeCAM: Exploiting the heterogeneity of class distributions in
exemplar-free continual learning [9]. Recent advancement in foun-
dation models changed the approach of training big neural networks,
where we start already from a good pre-trained model. This approach
gained much attention in class-incremental learning where the back-
bone is not trained at all. It is used as an already good feature ex-
tractor, and the focus is how to continually train the classifier. In
this work, we explore prototypical networks for CIL, which gener-
ate new class prototypes using the frozen feature extractor and clas-
sify the features based on the Euclidean distance to the prototypes.
In an analysis of the feature distributions of classes, we show that
classification based on Euclidean metrics is successful for jointly
trained features. However, when learning from non-stationary data,
we observe that the Euclidean metric is suboptimal and that feature
distributions are heterogeneous. To address this challenge, we this
work revisit the anisotropic Mahalanobis distance and propose a new
method FeCAM for CIL. In addition, this work show that model-
ing the feature covariance relations is better than previous attempts
at sampling features from normal distributions and training a linear
classifier. Unlike existing methods, our approach generalizes to both
many- and few-shot CIL settings, as well as to domain-incremental
settings. Interestingly, without updating the backbone network, our
method obtains state-of-the-art results on several standard continual
learning benchmarks.

Adapt Your Teacher: Improving Knowledge Distillation for
Exemplar-free Continual Learning [35]. Knowledge distillation
is a highly effective regularization technique for continual learn-
ing. Several methods prevent forgetting by regularizing the outputs
of the new model with the old model, either without using exem-
plars [16, 3, 1, 13] or with a small memory buffer [29, 3, 11, 5, 1]. In
this work, we investigate improving knowledge distillation in contin-
ual learning by also adapting the teacher model during training. This
adaptation, achieved through batch norm updates, enhances multiple
methods, leading to more stable knowledge accumulation in class-
incremental learning. This results in better CKA alignment of fea-
tures and overall accuracy during the learning session.

Looking through the past: better knowledge retention for gen-
erative replay in continual learning [12]. Generative replay ad-
dresses catastrophic forgetting in continual learning by recalling old
data through a generative model, but it is often complex and inef-
ficient. In this work, we explore applying generative replay in the
feature space rather than the input image space. However, this ap-
proach faces performance degradation due to generated features dif-
fering from the original ones in the latent space. To address this, we
propose three modifications: incorporating latent space distillation
between current and previous models to reduce feature drift, using la-
tent matching to improve feature alignment, and cycling generations
through previous models to enhance data reconstruction. Together,
these modifications outperform existing generative replay methods
across various scenarios with more efficient way and allows applica-
tion to bigger scale scenarios (not only small image datasets like in
many generative-replay based methods).

Revisiting Supervision for Continual Representation Learn-
ing [19]. In this work, we focus how representations can build
continually and accumulate the knowledge efficiently. Most CL re-
search focusing on supervised continual learning for image classifi-
cation [21, 36]. Recently, unsupervised continual learning has gained

attention for its ability to build robust representations without la-
beled data, which can leverage vast amounts of emerging unlabeled
data [7, 8, 18]. Studies have shown that unsupervised approaches,
particularly self-supervised learning (SSL), develop more resilient
representations compared to supervised learning, despite the counter-
intuitive notion that having more information (labels) should be ben-
eficial. This discrepancy is partly attributed to the transferability gap,
which recent findings suggest is improved by using a multi-layer per-
ceptron (MLP) projector in SSL. Inspired by these advancements,
this work revisits the role of supervision in continual representation
learning, arguing that human annotations should enhance rather than
hinder representation quality. We aim to leverage these insights to
improve task transferability in continual learning.

Resurrecting Old Classes with New Data for Exemplar-Free
Continual Learning [10]. Exemplar-free methods in continual
learning are among the most intriguing and challenging. Without
access to old data, feature drift can cause saved prototypes of old
classes to become inaccurate. Methods like SDC [39] estimate this
drift using only new data and counteract it accordingly. Our work im-
proves upon this with method ADC, which utilizes adversarially gen-
erated samples. Specifically, ADC perturbs current samples so their
embeddings align with old class prototypes in the previous model’s
embedding space. We then estimate the drift in the embedding space
from the old to the new model using these perturbed images and ad-
just the prototypes accordingly. This approach leverages the trans-
ferability of adversarial samples between feature spaces in continual
learning. Generating these images is simple and computationally effi-
cient. Our experiments show that ADC better tracks prototype move-
ment in the embedding space and outperforms existing methods on
several standard continual learning benchmarks.

MagMax: Leveraging Model Merging for Seamless Continual
Learning [20]. Model merging addresses the challenge of accumu-
lating knowledge from pre-trained models without additional train-
ing. Typically, specific conditions are required for model merging to
be effective. In this work, we explore how this approach can solve
the continual learning problem. Unlike traditional continual learning
methods that focus on minimizing forgetting during task training,
MagMax combines sequential fine-tuning with maximum magnitude
weight selection for efficient knowledge integration across tasks. A
key contribution of this work is an extensive examination of model
merging techniques, showing that simple methods like weight aver-
aging and random weight selection perform surprisingly well in var-
ious continual learning scenarios. Importantly, MagMax introduces
a novel model-merging strategy that facilitates the continual learning
of large pre-trained models for successive tasks. Model merging in
CL opens new possibilities for very efficient model preparation for
the following task without training at all, and reusing already pre-
trained models. From that perspective, this line of work is zero-waste
and energy-efficient.

AR-TTA: A Simple Method for Real-World Continual Test-
Time Adaptation [33]. This work is going beyond classical contin-
ual learning framework and tackle the problem of continual model
adaptation during the test-time, without knowing any labels and as-
sumption what the input data shift will be. In this paper, we have
prepared a new challenging dataset for test-time adaptation meth-
ods, by utilizing recent autonomous driving dataset and benchmarked
existing SOTA methods against it. As visualized in Fig. 4, existing
methods excel at synthetic benchmarks (CIFAR-C), but lack robust-
ness to novel scenarios (CLAD-C). The proposed AR-TTA method
enhance well-established self-training framework by incorporating
a small memory buffer to increase model stability and at the same
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f are frozen after the first task. Each expert contains one Gaussian distribution per class c ∈ C in his unique latent space. In this example,
we consider four classes, classes 1 and 2 from task 1 and classes 3 and 4 from task 2. During inference, we generate latent representations of
input x for each expert and calculate its log-likelihoods for distributions of all classes (for each expert separately). Then, we softmax those
log-likelihoods and compute their average over all experts. The class with the highest average softmax is considered as the prediction.

Figure 4: In [33] continual test-time adaptation methods were eval-
uated on synthetic (CIFAR-10C) and realistic (CLAD-C) domain
shifts. This simple reality check presents that multiple state-of-the-
art methods while being good on corrupted CIFAR-10 dataset cope
to overpass source model (no adaptation at all) while being tested on
more realistic CLAD-C dataset. The proposed AR-TTA method is
the only one that consistently allows to improve over the naive strat-
egy of using the source model.

time perform dynamic adaptation based on the intensity of domain
shift. AR-TTA outperforms existing approaches on both synthetic
and more real-world benchmarks, and shows robustness across a va-
riety of TTA scenarios.

4 Real-life use cases

While the most obvious application of zero-waste machine learning
methods is large language models, another promising field of appli-
cation is Autonomous Mobile Robots (AMRs). AMRs should inde-
pendently understand and explore their environment, which can cur-
rently be obtained only with state-of-the-art computer vision meth-
ods. Those methods, however, require significant energy consump-
tion due to the limited battery capacity of AMRs. That is why it is
essential to introduce methods dedicated to autonomous machines
rather than adapting existing approaches, as robotic teams currently
do.

In our research, we introduce methods dedicated to AMRs in two

research tasks. The first of them is Active Visual Explorations (AVE),
which involves dynamically selecting observations (glimpses) to un-
derstand and navigate environments effectively. While current AVE
techniques show impressive results, they are limited to fixed-scale
glimpses from predetermined grids. In contrast, modern mobile plat-
forms with optical zoom capabilities allow capturing glimpses at var-
ious positions and scales. We aim to fill this gap in our research.

Active Visual Exploration Based on Attention-Map En-
tropy [24]. This paper introduces a transformer-based approach to
Active Visual Exploration (AVE) that uses internal model uncer-
tainty to guide the selection of glimpses for better scene understand-
ing and navigation. Unlike previous methods that require separate
sampling decision modules, the proposed method leverages entropy
from the transformer’s attention maps to choose the next observa-
tion efficiently, simplifying the overall system. The model, built upon
a masked autoencoder architecture, integrates glimpse selection di-
rectly into its framework, allowing it to gather partial observations
sequentially without additional training streams. Experimental eval-
uations demonstrate that this approach outperforms existing state-of-
the-art methods in tasks like image reconstruction, classification, and
segmentation. The method is validated across various patch configu-
rations, including retina-like glimpses, and consistently shows supe-
rior performance and applicability to realistic AVE scenarios.

Beyond Grids: Exploring Elastic Input Sampling for Vision
Transformers [23]. This paper addresses the limitations of Vision
Transformers (ViT) in handling input tokens from irregular grids,
particularly in Active Visual Exploration (AVE) scenarios, where
agents must navigate environments using observations of varying
scales and positions. The main aim is to investigate and enhance the
resilience of ViT architectures to non-standard input sampling strate-
gies, which are crucial for real-life applications like drone naviga-
tion. For this purpose, we introduce an evaluation protocol to mea-
sure three types of transformer elasticity: scale, missing data, and
positional elasticity. We analyze how standard ViT architectures re-
spond to changes in input sampling, and then we propose architec-
tural and training modifications, collectively termed ElasticViT, to
improve this resilience. The experimental results demonstrate that the
proposed ElasticViT modifications significantly boost performance
in scenarios with limited and varied input data, outperforming tra-
ditional ViT models. By formalizing input elasticity and validating

Figure 3: SEED comprises K deep network experts gk ◦ f (here K = 2), sharing the initial layers f for higher computational performance.
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it through rigorous testing, this work highlights the importance of
flexible input sampling strategies, suggesting that accommodating al-
ternative patch resolutions can enhance the practical applicability of
vision transformers in real-world tasks.

AdaGlimpse: Active Visual Exploration with Arbitrary
Glimpse Position and Scale [25]. This paper introduces
AdaGlimpse, a novel method for Active Visual Exploration (AVE)
that overcomes the limitations of current approaches by allowing
agents to select glimpses of arbitrary scale and position, enabling
more effective and efficient visual exploration for embodied agents.
The proposed method leverages an input-elastic vision transformer
that, in each exploration step, predicts the optimal position and scale
for the next glimpse in a continuous space. This is achieved using a
reinforcement learning framework, specifically the Soft Actor-Critic
algorithm, which excels in exploration tasks. Unlike traditional
methods that rely on fixed grids, AdaGlimpse dynamically selects
visual samples, mimicking the natural way humans explore their
surroundings by adjusting their focus based on prior observations.
Experimental results demonstrate that we significantly outperform
state-of-the-art methods in tasks such as image reconstruction,
classification, and segmentation. The ability to select glimpses of
varying scales and positions allows for faster and more effective
environmental awareness, making it highly applicable to real-world
scenarios and fully exploiting the capabilities of modern hardware
in embodied platforms.

The second research task we consider in our AMR-related research
is Self-Supervised Learning (SSL), which is a powerful technique
for learning robust representations from unlabeled data by remain-
ing invariant to applied data augmentations. We want to introduce
robotic-centric SSL methods.

A deep cut into Split Federated Self-supervised Learning [28].
This paper introduces Momentum-Aligned Contrastive Split Feder-
ated Learning (MonAcoSFL), a novel approach to improving com-
munication efficiency and accuracy in federated learning setups, par-
ticularly focusing on models split at deeper layers, more optimal
from the point of privacy. The main aim is to address the limitations
of current federated learning frameworks, especially the Split Fed-
erated Learning (SFL) and Momentum Contrast (MoCo)-based Mo-
coSFL, which suffer from increased communication overhead and
reduced client data protection at deeper splits. MonAcoSFL these
issues by synchronizing both online and momentum models dur-
ing training, unlike MocoSFL, which only synchronizes the online
models. This alignment prevents the divergence between the mod-
els, reducing confusion and enhancing training consistency. By op-
timizing the synchronization process, we ensure that deeper model
splits, which are more communication-efficient, do not compromise
accuracy or increase computational overhead significantly. Experi-
mental results demonstrate that we significantly outperform baseline
methods, maintaining high performance and reducing communica-
tion overhead. This way, we offer a robust solution for real-world
federated learning applications, making it more suitable for scenar-
ios with mobile and resource-constrained devices.

Augmentation-aware Self-Supervised Learning with Con-
ditioned Projector [27]. This paper introduces Conditional
Augmentation-aware Self-supervised Learning (CASSLE). This
novel method addresses the limitations of traditional contrastive SSL
methods that suffer from augmentation-induced invariance in repre-
sentation spaces, which can hinder performance on downstream tasks
requiring sensitivity to specific data changes. CASSLE improves
upon existing SSL frameworks by introducing a conditioned projec-
tor network that incorporates augmentation information during train-

ing. This approach ensures that the feature extractor network pre-
serves more meaningful details about augmented images, enhancing
the sensitivity of learned representations without major modifications
to network architectures. Experimental validation demonstrates that
CASSLE outperforms previous augmentation-aware methods thanks
to its ability to seamlessly integrate into existing SSL approaches,
making it a practical solution for improving model transferability
and robustness. By maintaining sensitivity to changes induced by
augmentations, CASSLE enables robots to adapt more effectively to
varying environmental conditions and sensor inputs, enhancing their
overall performance in dynamic real-world scenarios.

5 Conclusions and future outlook

In this paper, we have introduced and explored the concept of zero-
waste machine learning, a novel approach aimed at enhancing the
efficiency and sustainability of machine learning models. Drawing
inspiration from the principles of a green sustainable economy, we
focused on reusing existing computational resources, partial infor-
mation accessible at runtime, and knowledge from previous training
sessions rather than merely constraining computational budgets or
compressing models.

We have demonstrated that conditional computation techniques
such as Mixture of Experts and Early-Exit strategies can significantly
reduce computational costs without compromising performance. Our
proposed methods, like Zero Time Waste and D2DMoE, have shown
promising results in optimizing the execution time and resource us-
age of neural networks. Addressing the challenge of catastrophic for-
getting, our research in continual learning has emphasized the im-
portance of efficient knowledge accumulation. We presented various
methods such as SEED and ADC that enhance the stability and plas-
ticity of models, ensuring sustainable performance in dynamic real-
world environments.

Our exploration of zero-waste machine learning in autonomous
mobile robots has illustrated the practical benefits of our approach.
By introducing methods like Active Visual Exploration and self-
supervised learning tailored for robotics, we have showcased how
these techniques can improve efficiency and adaptability in resource-
constrained settings.

Future research should focus on scaling zero-waste machine learn-
ing techniques to more extensive and diverse datasets. Ensuring that
these methods generalize well across different applications and do-
mains will be crucial for their widespread adoption. Integrating zero-
waste machine learning with emerging technologies such as edge
computing, Internet of Things, and federated learning could further
enhance the efficiency and applicability of our methods. Exploring
these synergies will open new avenues for research and development.

Further refinement of continual learning models is necessary to ad-
dress the limitations related to catastrophic forgetting and data drift.
Developing more robust techniques for knowledge distillation and
feature alignment will be key areas of focus. As machine learning
models continue to grow in complexity, it is essential to consider
their ethical and environmental impacts. Future research should in-
clude comprehensive evaluations of the carbon footprint and energy
consumption of machine learning models, promoting the develop-
ment of more sustainable AI technologies.

In conclusion, zero-waste machine learning represents a signifi-
cant step towards more sustainable and efficient AI. By continuing
to refine these techniques and exploring their integration with other
technologies, we can pave the way for a future where machine learn-
ing models are both powerful and environmentally conscious.
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moe: Exploiting activation sparsity with dynamic-k gating. arXiv e-
prints, pages arXiv–2310, 2023.

[35] F. Szatkowski, M. Pyla, M. Przewięźlikowski, S. Cygert, B. Twar-
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