
Actively Learning from Machine Learning Models with
Queries and Counterexamples (Extended Abstract)

Ana Ozaki a,*

ORCID (Ana Ozaki ): https://orcid.org/0000-0002-3889-6207

Abstract. We consider the exact and probably approximately cor-
rect (PAC) learning frameworks from computational learning theory
and discuss opportunities and challenges for applying notions devel-
oped within these frameworks to extract information from black-box
machine learning models, in particular, from language models. We
discuss recent works that consider algorithms designed for the ex-
act and PAC frameworks to extract information in the format of au-
tomata, Horn theories, and ontologies from machine learning models
and possible applications of these approaches for understanding the
models, studying biases, and knowledge acquisition.

1 Introduction
In active learning [3], the learner can formulate questions to a
teacher, in particular, ask for the classification of an input, in this way,
actively navigating the search space of possible hypotheses. To for-
malize the learning procedure, we consider Angluin’s exact learning
framework [2]. In this framework, a learner interacts with a teacher
using queries in a predefined format. The learning task is seen as an
identification task, that is, there is a space of possible hypothesis and
the goal is to identify a “correct” one. For example, consider a pa-
tient that goes to the doctor with some infection and the task of the
doctor is to identify which kind of infection is attacking the patient.
In this scenario, the doctor plays the role of the learner and tries to
learn the medical condition of the patient, who plays the role of the
teacher. The most studied types of queries in Angluin’s framework
are membership and equivalence queries.

Membership queries embody the basis of active learning: the
learner chooses an input, also called example, and asks the teacher
to classify it into ‘yes’ (positive) or ‘no’ (negative) [3]. In the sce-
nario described earlier, the doctor may ask the patient whether the
patient had fever, which the patient replies with ‘yes’ or ‘no’. Equiv-
alence queries can be more challenging for the teacher. In this case,
the learner formulates a hypothesis and asks the teacher whether it
is correct and, if not, it asks for a counterexample, that is, an exam-
ple that illustrates the hypothesis is not correct. In our toy scenario,
this would not make sense as it would mean the doctor would ask
the patient whether she/he has a particular medical condition X and
ask for a counterexample if X is not correct (but finding X is what
the patient was trying to do). Fortunately, equivalence queries can
be simulated by asking batches of membership queries. The learn-
ing outcome may not be fully correct but, under certain conditions,
one can give a probabilistic guarantee based on Valiant’s probably
approximately correct (PAC) framework [17]. The exact and PAC
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frameworks have been extensively investigated in the literature and
several authors have proposed algorithms for learning classical con-
cept classes in computer science within these frameworks such as
automata, decision trees, Horn theories, and ontologies. An emerg-
ing line of research is to study these algorithms and their applicability
for extracting information from black-box machine learning models.
Can we extract automata from neural networks [20]? Can we extract
a Horn theory [5] or an ontology from a language model [14]?

2 Motivation

There are multiple reasons for why considering black-box machine
learning models as teachers and learning from them can be interest-
ing. The first is that, when investigating a black-box model, one may
not know which datasets were used to train the model (this is indeed
the case for many machine learning models used in practice, such as
proprietary language models), which hinders the possibility of train-
ing a new model with the same data, for analysis and comparison.
Secondly, even when the data is available, training a new model may
be overly expensive. Moreover, it is known that modern architec-
tures may not be calibrated [11], meaning that what is extracted from
a machine learning model may not be the same as if learning from
the data, so querying the model could help to detect and understand
a possible biased behaviour of the model. The fourth reason is that
even when the data used to train a model is available, not too large,
and the model is calibrated, by actively querying the model, one can
take advantage of its generalization ability and get a classification for
instances not originally present in the data.

The active learning approach can be used to verify whether the
behaviour of a model is as expected, by covering a space of in-
puts/outputs in a systematic way. This could be useful to create ad-
versarial inputs [20] and to explore out of distribution inputs/outputs
where usually models tend to fail [10]. Interestingly, one can see the
active learning approach as some kind of knowledge compilation,
where the relevant part of the information in a black-box model is
extracted in a desired format, possibly easier to compute, e.g. a Horn
theory, or easier to interpret and explain, e.g. a decision tree.

Several authors have proposed strategies to extract decision trees
from black-box machine learning models [13, 18, 6, 16, 8, 15, 7],
as an attempt understand/explain the models or to create a surrogate
model that is explainable. While one cannot take the explanation of a
formalism extracted from a black-box model, such as a decision tree,
as an explanation of the internal behaviour of the model, an extracted
decision tree with its explanations may offer useful information about
the overall behaviour of the model, since it is an approximation of
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it. However, current works on extracting decision trees from black-
box models tend to focus on empirical evidence (by indicating that
the explanations are plausible) instead of theoretical guarantees on
the fidelity of the extracted trees. In the next section, we discuss in
more details works based on algorithms designed for Angluin’s exact
learning framework, with a strong theoretical foundation, where the
teacher is a machine learning model.

3 Automata, Horn Theories, Ontologies

The most well-known algorithm designed within Anlguin’s exact
learning framework, called L∗, creates an automaton by posing
membership and equivalence queries to a teacher [1]. Automata are
interesting because they represent how an instance can go from one
state to the other. This algorithm has been applied in different kinds
of context in the literature and, more recently, it has been applied to
extract automata from recurrent neural networks (RNNs) [19]. One
of the challenges in applying algorithms designed within Angluin’s
framework with membership and equivalence queries is how to an-
swer equivalence queries, which as we mentioned before, in practice,
need to be simulated. Another challenge is that the L∗ algorithm as-
sumes the teacher is trying to teach a regular language. While this can
be a theoretical assumption explored by the algorithm and its correct-
ness proof, in practice, this may not be the case when you consider
that answers are coming from a neural network. Indeed the authors
report that this happened in their experiments with RNNs [19].

Horn expressions have also been extensively studied, in partic-
ular, as a class of concepts that can be efficiently learned within
Angluin’s framework with membership and equivalence queries [4].
This class is interesting because Horn expressions naturally represent
‘if’-‘then’ statements and reasoning can be performed in polynomial
time. Extracting Horn expressions from BERT-based language mod-
els has been recently explored [5]. The authors address the challenge
that the answers of the machine learning model may not consistent
with a Horn theory by analysing the theoretical problem without the
assumption that the target expression to be learned is a Horn theory.
They also need to simulate equivalence queries and deal with the
fact that the input/output of an algorithm designed within Angluin’s
framework does not match with the format of the input/output of
BERT-based models. The experiments are used to validate results in
the literature that indicate occupational gender biases in these models
but never used Horn expressions for this purpose.

Actively learning ontologies has been investigated for various
fragments of lightweight ontologies [12], though, without using lan-
guage models as teachers. On this direction, there have been recent
efforts in extracting ontologies from language models [9, 14]. It has
been established that there is statistical evidence of correlation be-
tween what is expressed in ontologies created by ontology engineers
and answers given by language models [14]. Although this may not
be a surprise at all to users with experience in language models such
as ChatGPT, the approach allows to systematically investigate these
models, provide a quantitative overview of the results for ontologies
in various domains of knowledge, and pave the way for knowledge
acquision in the format of ontologies from language models.
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