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Abstract. This ongoing work outlines a Multi-Armed Bandit (MAB) algorithm
using the Implicit Hitting Set approach (IHS) to solve Weighted Constraint Satis-
faction Problems (WCSP). The paper presents the idea of using MAB to choose
among different versions of IHS and efficiently solve the WCSP instance. For the
purpose of this work, we create an agent that employs the Roulette Wheel strategy.
The agent is then tested on a set of random instances. We show that the MAB does
not reach the performance of the best IHS alternative, but consistently outperforms
the average, which indicates that our approach is promising.
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1. Introduction

Weighted Constraint Satisfaction Problems (WCSP) belong to the group of Graphical
Models [1] which provide a robust framework for addressing combinatorial problems. In
a WCSP, nodes correspond to variables, and edges correspond to cost functions between
sets of variables. The main goal of WCSPs is to find the variable-value assignment that
minimizes the total cost. WCSPs enable us to solve problems coming from a variety of
fields such as bioinformatics, packing, satellite allocation, image analysis, and more.

The solving of Weighted Constraint Satisfaction Problems (WCSPs) has been ap-
proached most commonly using heuristics in a search space [2]. However, a new method
involving Implicit Hitting Sets (IHS) has emerged [3,4,5]. This approach aims to iden-
tify unsatisfiable parts of the problem to reach an optimum. Hitting Vectors, particularly
the Minimum Cost Hitting Vector, are used to construct a Constraint Satisfaction Prob-
lem (CSP) (see [6,7] for details). These vectors help establish lower and upper bounds,
allowing for the determination of the optimal cost. When the CSP is deemed unsatisfi-
able, a core vector can be generated through various methods. Despite the potential for
more efficient problem-solving, the most effective approach for a given instance remains
unclear.

For this purpose, we consider using other approaches which may give us a better
idea. Reinforcement learning is one such possibility. Reinforcement learning is a type
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of machine learning where an agent learns to make decisions by taking actions in an
environment to maximize cumulative rewards through trial and error [8]. In the scenario
where we have multiple possibilities of reaching a reward, we utilize Multi-armed bandits
(MAB). The MAB, inspired by a set of slot machines, is a problem where an agent must
choose between multiple arms (slots) to maximize the total reward over time, balancing
the exploration of new options with the exploitation of known arms. Different strategies
can be employed to solve the MAB, including, ε-greedy, roulette wheel, UCB, Thompson
Sampling, and others.

Given the abilities of the MAB to work well in an online environment, we decided
to create an agent that uses eight different variations of the IHS algorithm (2 for growing
the core combined with 4 for computing the hitting vector) as arms that it can pull to
decide how to do each iteration of the algorithm. In this paper, we present the ongoing
work of the aforementioned idea. For the evaluation purposes of this paper, we have
created several classes of random WCSP instances, which we solve with each of the eight
versions of the arms individually and then compare to the MAB agent.

2. Multi-armed bandit IHS

The Multi-armed bandit agent selects an arm from 8 different options. Each option has
different ways of computing a hitting vector and growing it. For growing the core we
have used 2 variations: growing the core in each dimension to the maximum point of
unsatisfiability for each, and growing the core until we encounter the first dimension
where we cannot increase it anymore. The variations for computing the hitting vector
are the following: variation A computes a Minimum Cost Hitting Vector, verifies if it
satisfies the CSP problem, and grows the core if unsatisfiable. Variation B computes a low
(but not necessarily minimum) cost Hitting Vector using a greedy algorithm. Variation
C computes a Hitting Vector with a cost smaller than the current upper bound. Variation
D computes a Hitting Vector with a cost smaller than the midpoint between the lower
and upper bounds. Using variation A-D for computing the hitting vector and the two
variations for growing it, we have 8 different alternatives. We propose an MAB algorithm
that alternates these options to find the optimal one for the problem instance.

We have chosen the Roulette Wheel approach for the MAB agent for two main rea-
sons. Firstly, variation B may end up in infinite loops, so we need to make sure that
another arm is used with some significant probability. Secondly, we have observed that
using a single version of the IHS algorithm is not the most efficient approach, given that
we may choose a slow variation. Therefore, our goal is to learn the probabilities of each
arm instead of slowly converging to a single arm for exploitation. To achieve this, we
need to be able to identify which arm performs well at a given iteration. For this purpose,
we have defined the reward as (|K|+∑k∈K cost(k)−cost(h))

T , where K is the set of cores that
the arm produced in the iteration, h is the hitting vector obtained in the iteration, and T
is the time taken by the arm in seconds.

3. Experiments and results

We conducted an assessment of our proposal by creating a benchmark of various WCSP
problems and utilizing them to evaluate our proposal. The first set of instances that we
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use is uniform random instances, characterized by five parameters: the number of vari-
ables (n), domain size (d), number of binary cost functions (m), number of different
weights at each cost function (w), and number of tuples with the non-zero cost at each
cost function (t). The second set of instances that we generated is scale-free networks
using the Barabási-Albert model. These instances also consist of five parameters (n, d,
m, w, t), with n and m being the two parameters of the Barabási-Albert model and d, w,
and t being the same as in the uniform random instances. For uniform random problems,
we generated samples of 50 instances. For scale-free random problems, we generated
samples of 20 instances.

We tested the 8 different algorithm variations on their own with a 1-hour timeout and
evaluated their average performance. We developed various rewards and approaches and
found that the Roulette Wheel approach with the reward we presented above yielded the
best results. We then re-ran all instances using this configuration, on the same machine
with the same exact resources. The experiment results are presented below.

Problem (n,d,m,w,t) Best variation IHS (best) IHS (average) IHS (worst) MAB

Random-15-35-70-700-7 C with 2 237.65 484.87 613.85 438.33
Random-25-30-50-750-5 C with 2 17.43 39.97 53.01 34.77
Random-25-5-50-20-1000 A with 1 875.00 2309.33 3219.27 1439.53
Random-30-8-100-32-150 A with 1 772.37 2050.04 3003.98 862.45
Random-35-6-75-30-12 B/C with 1 144.23 1559.66 3435.64 565.71
Random-40-3-150-3-5 B/C with 1 38.14 581.14 1663.92 104.11
Random-50-5-100-20-5 B/C with 1 20.15 569.65 1979.94 170.99
Random-70-4-175-12-4 B/C with 1 1777.80 2814.29 3600 2802.14
Random-100-4-250-6-15 B with 1 15.85 520.78 1711.57 41.05
Scale-free-4-25-5-20-5 C with 1 36.55 1282.37 3264.93 300.53
Scale-free-4-50-6-15-10 B/C with 1 2045.26 3014.28 3600 2390.68
Scale-free-5-25-5-20-5 B/C with 1 283.73 2108.85 3471.02 1555.46
Scale-free-7-20-3-7-10 C with 1 1.66 33.19 138.19 4.24

Table 1. Performance of the IHS algorithms and the MAB agent. The first column shows the different groups
of instances with the parameters (n,d,m,w,t). The second column tells the best IHS version. The letter indicates
the hitting vector approach and the number indicates the growing approach (maximal - 1, greedy - 2). In the
initial implementation of IHS, variation D was not created, which is why it is not in the column. The times in
the table are average running time (in seconds).

We can observe that there is a big difference between the best-performing IHS and
the worst. We can also observe that there is no dominant algorithm and different classes
of problems have different best algorithm. This means that simply choosing a variation of
the IHS algorithm is not an easy of task for a user, which further motivates the approach
of using Reinforcement Learning. From the table, we can observe that in all of the cases,
MAB performs faster than the average, and in the more complex problem types, MAB
can cut down twice the average time. With our MAB we can ensure that the performance
will be at least as good as the average of all of the algorithms, and in some cases clearly
better.
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4. Conclusions and future work

In this paper, we present the progress of our work for using the MAB approach for
IHS applied on WCSPs. As part of our work, we explored creating the MAB by using
different elements that can influence the rewards to obtain a system that allows us to learn
the probabilities of each arm. We additionally explored strategies of the MAB which
could help guide the agent to better explore and exploit the space. From our initial results,
we can see that indeed the RL approach is a good strategy for choosing an efficient
version of the IHS algorithm. Our experiment showed that by using the agent we can
ensure that we will solve the instance faster than solving it with the average IHS.

Although the results are positive, there remains a noticeable gap between the perfor-
mance of the best IHS and our MAB. One potential direction for improvement involves
expanding the model to encompass additional arms, each offering distinct strategies for
growing the core. Another approach might involve providing the agent with contextual
information to inform its decision-making process, thereby transitioning from a Multi-
Armed Bandit framework to a Contextual Bandit setting.
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