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1. Introduction

A unifying way to evaluate Argument Mining (AM) systems is desirable but remains
challenging [1]. Still, in order to warrant comparability of the results of AM tools, such
a unification for the evaluation method is necessary. The advent of the transformer archi-
tecture [2] and other advances in NLP have brought improvements in the field of AM, yet
we still lack a homogeneous evaluation routine due to a variety of problems. For instance,
argument miners take as inputs and produce outputs of different levels of granularity,
which precludes their comparison. Furthermore, various ways to represent an argument
in data are in use, originating in philosophy and diverse worldviews. Finally, there is a
wide spectrum of measures applied to AM, meaning that the comparison of systems from
different authors becomes cumbersome or, in some instances, impossible.

2. BAM: Benchmarking Argument Mining

To address the challenges stated above, we developed BAM [3], a Benchmark for AM,
based on the four-stage AM pipeline [1]: sentence classification, boundary detection,
component identification, and relation prediction. Hereby, Argument Mining is broken
down into four sequential tasks. First, sentences are classified as argumentative or non-
argumentative. Then, the boundaries of argumentative spans (i.e., components) are de-
tected by segmenting the text. In the third step, the class of these components is iden-
tified according to an argument model defined beforehand. To unify the results in the
benchmark and make them comparable, we use a mapping to simplify any representa-
tion of an argument to the claim/premise model. In the last stage, the relations between
the components are predicted from a pre-defined set; in our case attacks, supports, and
not-related. This also enables a simplification using a mapping for the relations. As the
dataset, the initial implementation uses Sci-Arg [4]: 40 fully argument-annotated papers
from the domain of computer graphics.
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In addition to the original publication, where we showcased BAM on five argument
miners, we extended it to allow for finding statistically significant differences in the
results when comparing sets of AM systems. The implementation and documentation are
available in the online code repository.2

3. The Impact of BAM

The recent rapid growth in AM shows that there is an increasing demand for the auto-
mated extraction of deeper meaning from the vast amounts of data that we currently pro-
duce. Argument Mining techniques continually improve performance on extracting de-
tails of the argumentative structure expressed within a piece of text, focusing on different
levels of argumentative complexity as the domain and task require. However, there is cur-
rently no agreed-upon way of comparing results where techniques perform at different
levels of granularity or against data with partially conflicting notions of argument. BAM
provides a framework for comparison of the four key tasks in the AM pipeline, offering
a clearer picture of how techniques compare and how different techniques may be best
combined to produce an overall pipeline with the best possible results. In this demo, we
aim to showcase the value of BAM comparisons, collect feedback from the community
to guarantee the framework’s usefulness, and promote the benchmarking culture in the
field.
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