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Abstract. Large Language Models (LLMs) have become a significant milestone in
the history of artificial intelligence, representing a powerful technology that drives
advancements in natural language understanding and generation. In this paper, we
propose an approach in which LLMs are utilized to support the task of translating
natural language arguments into computational representations. Our approach is
grounded in using argumentation schemes to classify arguments, providing context
to LLMs for performing the proposed task. Our results demonstrate that LLMs,
even with a short context, can handle simple argument structures. Moreover, our
findings suggest that a larger context would likely enhance the performance, par-
ticularly when dealing with more complex argument structures.
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1. Introduction

In recent years, the intersection of Artificial Intelligence (AI) and Natural Language Pro-
cessing (NLP) has led to groundbreaking advancements in various domains. One such
area of intense research and development is the use of Large Language Models (LLMs),
which can be applied to diverse tasks in different application domains. LLMs have been
used in medical advice consultation, mental health analysis, e-government, serving as
a writing or reading assistant in education, legal document analysis, financial sentiment
analysis and even as an assistant on scientific research tasks [1,2]. One of the most out-
standing uses for LLMs is their integration into human-computer interaction interfaces,
representing a pivotal advancement in AI technology. LLMs have revolutionized how to
interact with machines, enabling natural and intuitive communication where AI systems
can understand, interpret, and respond to human interactions with context sensitivity.

In contrast, certain powerful AI paradigms, such as multi-agent systems, operate on
symbolic reasoning principles. However, there is a pressing need to explore how LLMs
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can effectively bridge the gap between human interaction and symbolic representation
within these paradigms. This investigation is crucial for unlocking the full potential of
LLMs in facilitating seamless communication and interaction between humans and AI
systems operating on symbolic reasoning. In this paper, we propose an approach in which
LLMs are used to support the task of translating natural language arguments into compu-
tational arguments. This task is essential to developing AI applications with sophisticated
interaction interfaces, which also contextualize recent advances in Hybrid Intelligence
(HI) [3]. It moves beyond simple question/command-answer systems to systems that can
understand, reason, and articulate complex arguments.

Our approach is structured around a workflow where natural language arguments
are initially classified based on the reasoning pattern (argumentation scheme) used in
each argument. We then employ a Retrieval Augmented Generation (RAG) methodology
to contextualize LLMs, guiding them in the task of translating natural language argu-
ments into computational representations. Our approach is modular, allowing flexibility
in the choice of LLM and context size. To evaluate the LLMs’ capability in performing
the proposed task, we sought feedback from experts in knowledge representation and
argumentation on the computational arguments generated.

2. Background

2.1. Large Language Models

Language Models (LMs) are computational systems engineered to comprehend and gen-
erate natural language text [4]. In a study by [1], the authors observed that scaling the
model size (number of parameters) and training data size typically improves model per-
formance on downstream tasks. Large Language Models (LLMs), often containing more
than 10 billion parameters3, and trained on massive text data, rely primarily on the Trans-
former architecture. This architecture features the stacking of multi-head attention layers
in an extensively deep neural network [1]. According to [1], while language modelling
is not a new concept, it has evolved with advancements in AI. Early language models
primarily focused on generating text data, while recent models, such as GPT-4 [5], are
capable of solving complex tasks.

LLMs have been widely used in the research community, solving classic NLP tasks,
acting as information retrieval models and recommender systems, processing and in-
tegrating information from various modalities, such as multimodal LLMs, and serving
as LLM-based agents. They are also utilized in specific domain applications, including
healthcare, education, law, finance, and scientific research [1]. One task with significant
potential for LLMs is translating natural language text. NLP tasks such as text generation
have been extensively studied, and LLMs exhibit strong language generation skills due
to their pre-training being text prediction [1]. In this paper, we propose to evaluate the
capacity of LLMs to generate computational arguments based on arguments in natural
language and their associated argumentation schemes.

3There is no formal consensus on the minimum parameter scale for a LM to be considered an LLM [1].
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2.2. Retrieval Augmented Generation

Despite the good performance that LLMs exhibit on NLP tasks, they still suffer from
limitations such as the inability to expand their memory, reliance on outdated knowl-
edge, and a tendency to ‘confabulate’ [6]. Retrieval Augmented Generation (RAG) is
considered a possible solution to these problems, allowing the LLM to access external
information beyond its training data [7]. RAG operates by retrieving documents repre-
sented as vector embeddings that closely match the user’s prompt. When presented with
a specific prompt, RAG retrieves the top-k documents most relevant to that prompt [8].
This mechanism enables the addition, modification, or removal of knowledge bases for
large language models.

In this paper, we used RAG to retrieve documents containing relevant information
for the task of translating natural language arguments into computational form, consid-
ering the associated argumentation scheme of the natural language argument. This was
facilitated by RAG’s capability to flexibly create and manipulate an external knowledge
base. The implementation details of the RAG pipeline will be presented in Section 3.

2.3. Argumentation

Argumentation, particularly computational models of argument, is emerging as a cen-
tral component in many aspects of AI research because it provides a robust approach
to handling incomplete and inconsistent information, similar to how humans approach
this task [2]. Furthermore, argumentation offers a sophisticated form of communica-
tion that meets current needs in AI applications, such as interpretability and explain-
ability [3,9,10]. In summary, argumentation provides sophisticated reasoning and com-
munication components. An agent can build and evaluate arguments and counterargu-
ments supporting its conclusions and decision-making, as well as engage in discussions
or debates where arguments are exchanged with humans or other AI agents [2,11].

Argumentation encompasses a multifaceted phenomenon that extends beyond mere
awareness of arguments; this complexity must also be reflected in computational models
of arguments. It necessitates a deep comprehension of the argument structure, delving
into the implicit information present within it. To achieve such understanding, an agent
needs to associate the reasoning pattern employed in constructing the argument. This
association provides the necessary reference points for a more intricate understanding.
Argumentation schemes are a recognized form of providing such reasoning patterns.
They are considered patterns for arguments (or inferences) representing the structure of
common types of arguments used in everyday discourse as well as in special contexts
such as legal and scientific argumentation [12,13]. These schemes have been extensively
catalogued by several authors across multiple application domains [12,13,14,15,16,17].
For example, consider the argumentation schemes below, based on the Argument from
Position to Know scheme from [12].

“Agent Ag is in a position P that implies knowing things in a certain subject domain
S containing proposition A (Major Premise). Ag asserts that A (Minor Premise).
Then we should conclude that A (Conclusion)”.

This argumentation scheme provides a reasoning pattern that can be used to instan-
tiate arguments. Instantiating this scheme involves replacing the variables Ag, P, A, and
S with specific contextual elements from the application domain. For instance:
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“Peter is in a position doctor that implies knowing things in a certain subject do-
main medicine containing proposition smoking causes cancer. John asserts that
smoking causes cancer. Then we should conclude that smoking causes cancer”.

Understanding the argumentation scheme associated with the instantiated argument
provides a deep understanding of it. This is because argumentation schemes offer refer-
ences to implicit information related to arguments of that kind, as highlighted by critical
questions [13]. Such understanding enables agents to conduct a thorough analysis of ar-
gument acceptance while exploring sophisticated links of information during dialogues.

Some approaches in the argumentation literature have suggested that argumentation
schemes [12,13] could be translated into computational structures using defeasible in-
ferences [18,19,20]. The acceptability of arguments instantiated using these rules could
then be used to instantiate frameworks for computational argumentation, such as AS-
PIC+ [21], DeLP [22], and others [23]. Our approach aligns with this line of work. How-
ever, in this paper, we specifically focus on translating natural language arguments into
a computational representation suitable for these computational argumentation frame-
works. We maintain the link between the argument and the argumentation scheme used
to instantiate it, thereby providing agents with a deep understanding of the argument.

3. LLMs Supporting Argument Translation

In this paper, we propose an approach in which LLMs are used to support the task of
translating natural language arguments into computational arguments. This task is es-
sential in the context of developing natural language communication interfaces between
intelligent agents (software) and humans, with a focus on sophisticated communication
phenomena such as argumentation.

There are many argumentation frameworks in the literature, some of which have
been implemented and integrated with reasoning mechanisms for intelligent agents [11,
23,24]. This powerful integration allows intelligent agents to reason and communicate
using arguments. This means that agents can engage in sophisticated reasoning processes
based on the construction of arguments for and against their conclusions and decision-
making, as well as communicate in a more informed manner, justifying their positions
in dialogues using arguments [11]. While this represents an innovative approach in the
area of multi-agent systems, there is still a missing approach that allows agents and
humans to communicate with the same sophistication, which, for example, underpins the
development of hybrid intelligence [3].

One of the initial steps toward achieving such human-agent communication inter-
faces is devising mechanisms for translating the complex structures found in natural lan-
guage arguments into computational ones (similar to those argument structures already
utilized in the aforementioned computational argumentation frameworks). To advance in
this direction, we propose leveraging LLMs to assist in the translation of natural language
arguments into computational ones. For example, our goal is to develop an approach that
receives as input an argument in natural language, such as:

“Peter is a doctor and says that smoking causes cancer. Therefore, we can conclude
that smoking causes cancer.”
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Figure 1. Overview for the Proposed Approach.

then understands the reasoning pattern (argumentation scheme) used to instantiate
that argument and then translates it to a computational representation of that ar-
gument following the computational structure of the argumentation scheme used
to instantiate it. Consider a simple computational structure for arguments given by
〈[premises],conclusion〉. Using this simple structure, it is possible to repre-
sent argumentation schemes and then instantiate them. For example, the argumen-
tation scheme position to know can be represented as 〈 [ position to know(Ag,S),
asserts(Ag,A),contain(S,A) ],A 〉, and then it can be instantiated, according to the
natural language argument, as follow:

〈 [ position to know(peter,medicine), asserts(peter,causes(smoking,cancer)),

contain(medicine,causes(smoking,cancer)) ], causes(smoking,cancer) 〉
In this process of translating natural language to computational arguments, we de-

sire that the reasoning pattern, argumentation scheme, available to agents be respected.
That is, all predicates present in the argumentation schemes will also be present in the
computational argument, and the variables correctly instantiated. There are different lev-
els of complexity to instantiate variables, according to the argumentation scheme used
and the application domain. In the example above, variables are instantiated with terms,
for example, {S �→ medicine} and with predicates {A �→ causes(smoking,cancer)}.
The second case seems more challenging.

3.1. Proposed Approach

Our approach is grounded on the use of argumentation schemes to classify arguments
and provide argument structure, also following those works that define computational ar-
guments based on argumentation schemes [13]. In our approach argumentation schemes
are used to provide references to the LLMs in the task of translating natural language to
computational arguments.

A high-level overview of the proposed approach is depicted in Figure 1. In this dia-
gram, our approach takes a natural language argument as input and generates a computa-
tional representation of that argument based on the computational argumentation frame-
work being used. The process involves several steps. First, the natural language argument
is classified according to the argumentation schemes available to that specific application
domain [25]. Second, the approach retrieves a computational representation of the corre-
sponding argumentation scheme, along with examples showcasing the mapping between
natural language arguments and computational representations based on that argumenta-
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tion scheme. These elements are then provided to a LLM, which uses the argumentation
scheme, examples, and the original natural language argument to perform the translation.

At the time of this work, two main methodologies are commonly applied when using
LLMs: Retrieval-Augmented Generation (RAG), which was discussed in Section 2, and
fine-tuning. Fine-tuning the model consists of retraining the model on new data, which
can be computationally expensive, especially when working with models with a large
number of parameters [26]. Due to the significant computational cost of the fine-tuning
method, we opted to utilize Retrieval Augmented Generation in this work. In future work,
we intend to develop and compare both approaches.

To utilize RAG, we established a pipeline. The initial step involved defining a func-
tion that would extract features of the information to be shown to the LLM, known as the
embedding function. Following this, we created a vector database. We selected the open-
source vector database Chroma4, specifically designed for storing vector embeddings, a
crucial task in Natural Language Processing. After creating it, files containing the con-
text for the LLM are added to the vector database. One important note here is that if all
the files were added to the database simultaneously, the RAG method could present the
LLM with the context of the wrong argumentation scheme since there could be potential
semantic similarities between the user’s prompt and an example of a different argumen-
tation scheme in the vector database. That is why we integrated a classifier [25] into our
pipeline. First, it classifies the natural language argument according to the available argu-
mentation schemes. Then, our approach retrieves examples related to the argumentation
scheme used to instantiate the input argument, providing the necessary context for the
translation task in our approach.

Currently, many LLMs could be incorporated into our approach. They have differ-
ent restrictions regarding the context size, which reflects the length of the context that
can be provided to them. To make our approach generic regarding the model used and
the context length, we modelled these choices into two separate components. In our ap-
proach, we set which LLMs, from those available, will be used, as well as the number
of examples that will be provided as context to the model. Context examples were or-

4https://www.trychroma.com/
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ganized into different files based on the number of examples. Thus, after classifying the
argumentation scheme used to instantiate the input argument, those files are retrieved
according to the argumentation scheme and the number of examples. Then, this context
is used to build the prompt, which is executed over the selected LLM; it then performs
the translation and returns the computational representation of that argument.

We conducted several experiments using different context sizes and various LLM
models, evaluating their ability to perform the proposed task. In the next section, we
describe part of the experiments and our findings.

3.2. Evaluation

In order to evaluate whether LLMs can efficiently translate natural language into com-
putational arguments, we first created a small knowledge base containing examples that
match natural language and computational arguments. Each example references the ar-
gumentation scheme used to instantiate it. This small knowledge base was organized in
different files. In each file, we provide an argumentation scheme along with different
matching examples for that scheme. Based on the number of examples specified in our
approach, the corresponding file was retrieved to provide context to the LLMs.

Furthermore, we created a second knowledge base containing only natural language
arguments, distinct from those used in the first knowledge base that provides context to
the LLMs. These natural language arguments from the second knowledge base are later
used as input in our approach to evaluate the LLM’s capability to translate natural lan-
guage arguments into computational arguments. In summary, the LLM receives a natural
language argument and its corresponding context (the argumentation scheme used to in-
stantiate that argument and a number of examples of the task it should perform). It then
generates a computational representation of that argument based on the computational
representation of the argumentation scheme also provided in the context.

During the process of creating the knowledge bases necessary to evaluate our ap-
proach, we randomly selected a total of 10 argumentation schemes from existing knowl-
edge bases5. A total of 8 argumentation schemes from the general domain and 2 from
the hospital bed allocation domain were selected. The argumentation schemes selected
from the general domain were: Classification, Analogy Based on Classification, Nec-
essary Condition, Need for Help, Position to Know, Argument from Opposities, Moral
Justification Ad Populum and Cause to Effect. These schemes offer a diverse array of
structures and complexities, allowing us to comprehensively evaluate the LLMs’ capac-
ity to translate arguments into computational form. Shorter argumentation schemes such
as Position to Know and Classification enable assessment of the LLMs’ performance in
handling simpler arguments, providing insights into basic translation capabilities. Con-
versely, longer schemes like Analogy Based on Classification and Effect to Cause present
more intricate contexts and information, challenging the LLMs’ ability to maintain con-
text and accurately instantiate variables within complex arguments. Further, argumenta-
tion schemes from specific application domains, such as bed allocation [28], provide an
overview of the LLM’s capability of performing this task in specific domains.

For each argumentation scheme, we created 5 different files containing the compu-
tational representation of that scheme and examples of the proposed task (matching ar-

5For example, the knowledge base from [27], available at https://carnelian-brow-e71.notion.
site/Base-de-Conhecimento-7ff0ef55a217411f84ff1aca7d652488
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Figure 3. Distribution of the evaluators’ answers based on the 5-point Likert Scale.

guments in natural language and computational language). Each file contains a varying
number of examples, ranging from 1 to 5 examples. The structure of these files includes
one line with the argumentation scheme using generic variables, followed by one line for
each example presenting the natural language argument and its corresponding transla-
tion to the computational argument. Next, to evaluate the proposed approach, we create
the second knowledge base containing 10 natural language arguments for each consid-
ered argumentation scheme (i.e., 100 natural language arguments in total). We ensure
that these natural language arguments were different from those used to build the first
knowledge base, which is used as context to the LLM.

Finally, we evaluated our approach by providing the arguments from the second
knowledge base as input, varying the number of examples and the LLMs model6. One of
our goals was to determine the minimum number of examples required for LLMs to accu-
rately instantiate and organize the variables and predicates of argumentation schemes in
computational arguments. We observed that this requirement depends on the LLM model
used. One LLM model that was able to execute the task (i.e., instantiate all argumentation
schemes according to the input argument) using only one example was the Mixtral8x7B
model [29]. Therefore, we took the resulting computational arguments, translated by the
Mixtral8x7B model using only one example, to be further evaluated by experts in the
field of knowledge representation and argumentation. We provided them with the com-
putational representation of the argumentation scheme, the natural language argument,
and the resulting computational argument, then asked them to answer the following three
questions: Question 1 - Did the LLM follow the provided argumentation scheme? Ques-

tion 2 - Are the variables correctly instantiated in the computational representation of
the argument? Question 3 - Does it generate good semantics for instantiated variables?

We provided 5 choices of answer based on the Likert scale [30,31]. The results of
this evaluation are provided by Figure 3. The average percentage of “strongly agree” re-
sponses from all evaluators for questions 1, 2, and 3 were 74.4%, 78.7%, and 72%, re-
spectively. When grouping classes into “agree” (combining “strongly agree” and “agree”
answers) and “disagree” (combining “disagree” and “strongly disagree”), the average
percentages of “agree” were 79.3%, 91%, and 83%, respectively. The percent agree-
ment [32] among the evaluators was 0.88, 0.62, and 0.62 for exact matches on answers

6Each choice of parameter (n examples and/or LLM) generates 100 computational arguments.
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by the three evaluators. When considering the super classes “agree” and “disagree”, the
percent agreements were 0.88, 0.77, and 0.75, respectively. These percent agreements
are considered substantial7 according to [33]. When considering only argumentation
schemes with simple structures, where variables are instantiated with simple terms, the
average percentage of “strongly agree” or “agree” responses from all evaluators for ques-
tions 1, 2, and 3 were 79%, 97%, and 100%, respectively. The percent agreement for
those argumentation schemes were: 0.98, 0.90, and 0.94 considering the exact match,
and 0.98, 0.92, and 1.00 considering grouping classes in “agree” and “disagree”.

Although we are able to observe some degree of subjectivity among the evaluators,
we consider that the Mixtral8x7B model has performed well on this task, bearing in
mind that for this evaluation, we provided a short context containing only one example of
matching natural language and computational argument. Additionally, it can be observed
that the model’s performance decreases when translating complex arguments that require
instantiating a variable with a predicate instead of simple terms. In our tests, we observed
that the LLM requires more context to execute this more complex task and improves
when provided with more examples in the context. Preliminary results on increasing
the context to 2 and 3 examples demonstrate that a larger context resolves 38 to 46%
of the issues highlighted by the reviewers. We reached these results asking reviewers
to indicate, for each argument they identified a problem with, if the larger context had
resolved the issue. Finally, we observed that LLMs are able to deal with enthymemes,
which we believe is a significant finding highly relevant to AI literature. For example,
the argument described in Section 3, in which it adds to the computational representation
of that argument the premise contain(medicine,causes(smoking,cancer)), which
was not present in the natural language argument.

3.3. Challenges and Limitations

Given the constraints on the context size of LLM models, we used simple and straight-
forward prompts. Additionally, even when the model was asked to return only the com-
putational argument, it would still attempt to explain why it chose a certain object from
the text to instantiate a certain variable in the argumentation scheme. As a result, it was
necessary to create a filter for the LLM’s response. The filter returns only the argument
and can also be used to solve some problems pointed out by the evaluators, for example,
ensuring that terms have a lowercase representation. Sometimes, the LLM insisted on
instantiating variables with uppercase letters for proper names.

Another challenge in building the proposed approach was creating a mechanism in
which only the context related to the argumentation scheme used was provided to the
LLM. This was necessary because similar arguments, even based on different schemes,
usually resulted in mistakes due to semantic similarity. For instance, if the user’s prompt
is: “All roses are flowers. Red roses are roses. Therefore, red roses are flowers”, this
would correspond to an argument from Classification. However, if there is a similar ex-
ample in the context provided to the LLM, such as “James is a botanist and says that
roses are plants. Therefore, we can conclude that roses are plants”, which is an argument
from Position to Know, the RAG pipeline might retrieve the second example from the
database due to the semantic similarity (involving roses) between both sentences. That

7[33] propose the following scale: poor (<0.0), slight (0.0-0.2), fair (0.21-0.4), moderate (0.41-0.6), sub-
stantial (0.61-0.8), and almost perfect (0.81-1).
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could lead to a potential error in the model’s analysis, as it would associate the user’s ar-
gument with the wrong argumentation scheme. For that reason, we used a classifier [25],
adding only the relevant context for that entry.

Finally, it is a challenge to find experts in the field of knowledge representation and
argumentation available to evaluate hundreds of matching natural language and compu-
tational arguments. In this work, we consulted a considerable number of academics, but
very few were available to perform the evaluation. As a result, only three evaluators who
had not participated in the development of the work were involved. In our future work,
we intend to provide a detailed guide for this particular evaluation task, allowing regu-
lar individuals to participate. Additionally, once we have created a validated knowledge
base, the evaluation process may be conducted using matching algorithms.

4. Related Work

LLMs have been used in the literature to support different tasks in the research field of ar-
gumentation, as demonstrated by studies such as [34] and [35]. In the former, the authors
investigate the effectiveness of LLMs for argument mining via prompting. The latter an-
alyzes whether including context in the classification process of argumentation compo-
nents may improve the accuracy of contextual language models, thereby enhancing the
argumentation mining process.

Our work is also inspired by the idea of classifying arguments according to their rea-
soning patterns, a topic widely discussed in the literature. For example, [36] explains the
importance of classifying argumentation schemes and provides a survey of the literature
on scheme classification. An alternative approach to classifying arguments is presented
in [37] through the creation of a Periodic Table of Arguments. Furthermore, [38] demon-
strates that the structure of argumentation schemes can provide useful information for
automatically identifying complex argumentative structures in natural language text.

Few works in the literature have utilized LLMs to translate natural language into
computational representations. For instance, [39] investigates whether LLMs can trans-
late natural language goals into a structured planning language. Additionally, [40] uti-
lizes LLMs to translate a natural language problem into a symbolic formulation, enabling
the use of symbolic solvers to perform inference on the formulated problem. However,
to the best of our knowledge, our work is the first to propose an approach in which LLMs
support the task of translating natural language arguments into computational arguments.

5. Conclusion

In this work, we proposed an approach in which LLMs are used to support the task of
translating natural language arguments into computational arguments. The approach is
based on classifying natural language arguments according to the argumentation schemes
used to create them, providing argumentation schemes and examples as context for
LLMs. Our approach is flexible and can incorporate various LLMs as well as a range of
context sizes, i.e., different numbers of examples.

The proposed approach aims to create sophisticated communication interfaces be-
tween intelligent autonomous agents operating with symbolic representations and hu-
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mans communicating in natural language. While our focus was on the specific task
of translating natural language arguments into computational representations, the pro-
posed approach also bridges existing argumentation-based frameworks implemented as
core components of agents and natural language argumentation. Consequently, it directly
moves towards the development of communication interfaces where humans and agents
can engage in argumentation-based dialogues.

To evaluate our approach, we solicited feedback from experts in the fields of knowl-
edge representation and argumentation. They reviewed 100 arguments generated by our
approach, which were based on 10 different argumentation schemes: 5 classified as com-
plex and 5 as simple schemes. In this first evaluation, we provided only one example
as context to the Mixtral8x7B model specifically. Our findings show that this particular
model is able to perform the task efficiently, particularly in translating simple argument
structures. The model’s performance might improve with a larger context (a greater num-
ber of examples), and this investigation is part of our ongoing work. In this direction,
we intend to propose an interactive evaluation where we increase the context provided
to various LLMs. This evaluation would determine the optimal context size (number of
examples) required for each LLM currently available. While we observed good results
using the Mixtral8x7B model with only one example of the task, our preliminary results
also show that increasing the number of examples improves the model’s performance in
translating more complex argument structures.
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