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Abstract. In this study, we introduce KIALOPRIME, a novel large-scale dataset
comprising 5,687 argument discussion graphs with a total of 1,088,801 of support-
ing, attacking, and neutral argument relations, derived from the structured debates
of the online discussion platform Kialo.com. This dataset facilitates in-depth anal-
ysis of argument structures and the dynamics of discourse, serving as a substan-
tial resource for computational argumentation research. We explore argument in-
ference through traditional sequence classification and a modern generative reason-
ing based approach, employing an open-source mixture of experts LLM to interpret
and enrich each argument pair with high-quality synthetic elaborations about the
argumentative interaction. We achieve baseline results of F1 .899 and .840 within
discussions and F1 .908 and .840 across discussions for the argument relation and
elaboration classification models, respectively. While the elaboration-based model
scores slightly lower on the classification task, we highlight areas of improvement
to better capture the hidden complexities of argumentative text. These initial find-
ings are promising as they not only establish robust benchmarks for future studies
but also demonstrate the potential for using generative reasoning to provide a more
insightful analysis of argument relations.
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1. Introduction

Argument mining has been established as an important area of application within the do-
main of computational argumentation by leveraging natural language processing (NLP)
techniques to automatically identify and extract the argumentative structure present in
unstructured texts. When we identify the components of argumentation, we are able to
understand the positions that are being held and the reasons for holding them [1]. By
parsing through large volumes of textual data, argument mining systems provide access
to insights from various areas of public opinion such as social media [2], online debate
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[3], or news editorials [4]. The main identified limitations of argument mining systems
reside in the size of publicly available corpora [5,6], the domains or topics represented in
these corpora [7], and the lack of transparency of such systems [8]. Therefore, advanc-
ing in these aspects will result in significant contributions to the work in computational
argumentation, specifically in argument mining.

In this paper, we introduce a large-scale dataset, KIALO-PRIME, comprising 5,687
argument graphs and 1,088,801 argument pairs sourced from the moderated debate plat-
form Kialo?. The argument pairs are labeled as a directed inference from one argumenta-
tive discourse unit (ADU) as evidence or premise to the other as a claim or target. The di-
rected inference is annotated as either support, attack, or neutral. The purpose of KIALO-
PRIME is to accelerate research in computational argumentation by providing a robust
source for investigating structured argumentation across various topics and domains. We
exemplify the many opportunities that KIALOPRIME provides for the research commu-
nity by employing advanced methodologies, including using a mixture of experts Large
Language Model (LLM) to generate synthetic elaborations of argumentative interactions.
To the best of our knowledge, the presented dataset is the largest available and the most
comprehensive collection of Kialo argument discussion graphs. A modified version of
the dataset is available for the non-profit research community on request.’

2. Related Work

Sometimes, it can be difficult to define a unique and standard way of approaching ar-
gument mining, but most of the work done in this area can be grouped into three major
tasks: argument segmentation, argument classification, and argument relation identifica-
tion [1,9,10,11]. First, argument segmentation aims at identifying the argumentatively
relevant spans or ADUs from unstructured text inputs [12]. Second, argument classifica-
tion focuses on identifying the role of the ADUs and providing additional information,
for example, classifying these ADUs as premises or claims depending on their purpose
in the argument [13]. Third, argument relation identification aims to structure the pre-
vious information by identifying relations and classifying them into one of the standard
argumentative relation classes (i.e., attack/conflict, support/inference) [14]. This way, af-
ter the whole argument mining process, the original unstructured natural language in-
put acquires a graph structure that highlights most of the relevant argumentative infor-
mation [15,16]. Figure 1 depicts the resulting structure of two extracted arguments and
their identified reference. Argument relation identification and classification represent
the most challenging task within argument mining [10]. This is mainly due to the se-
mantic complexity of understanding argumentative relations by just modeling the natural
language text included in the ADUs. Additional contextual information about the ADU
interaction can be helpful in this task [3,17]. However, the limited availability of large-
scale comprehensive datasets containing argumentative information, specifically regard-
ing argument relations, makes it difficult to investigate this direction in-depth. Stab et al.
[18] developed a corpus of 25,000 relations across eight controversial topics to evaluate
argument mining systems. Each relation is categorized as pro, con, or neutral, and the
structure is flat with each argument tied to one of the topics as a major claim. This con-
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trasts with the complex structures of online debate graphs, which represent more diverse
perspectives within the same context. Agarwal et al. [19] created a dataset from Kialo
with 1,560 discussion graphs, focusing solely on support and attack relations.

University tuition fees Education should be
in the UK are too high free for everybody

Figure 1. Example premise (orange) referencing a claim (blue).

Therefore, human annotation is an essential part of argument mining, providing

ground truth data for computational models to learn from by identifying ADUs and cat-
egorizing their interactions [20,21]. Nevertheless, this method faces obvious challenges
of scalability and consistency due to its cost-intensive nature and susceptibility to sub-
jective bias, particularly in large or complex datasets [22]. The resulting inconsistencies
must be addressed to ensure the reliability of the argument mining systems. To mitigate
these challenges, researchers have proposed various solutions. One approach is to em-
ploy multiple annotators and use statistical measures like Kappa scores to evaluate inter-
annotator agreement, thus ensuring more consistent annotations [23]. CASS was defined
as a variation of the metric specifically defined for the computational argumentation do-
main to improve the quality of the inter-annotator agreement calculations by taking into
consideration the structural complexity of argument annotations [24]. A different strat-
egy in this direction is the development of semi-automated tools that assist annotators by
suggesting potential arguments and their relations based on preliminary machine learn-
ing models, reducing the workload and subjective bias [16,25].
The recent advances in decoder-based LL.Ms offer a promising solution to some of these
limitations. Trained on diverse and increasingly large datasets, LLMs excel in text-to-text
problem settings, facilitating the automation of information extraction tasks in various
domains without needing large training datasets [26]. Increased context sizes of up to
128k tokens [27] and the integration of external knowledge bases enable guided genera-
tion of text [28,29]. Despite challenges in evaluating the quality of LLM outputs, highly
specific benchmark results are promising [30]. For example, the argumentation domain
[25] shows that LLMs can produce coherent, contextually relevant text on specific tasks
and situations.

3. Corpus Creation

Online discussion platforms offer a great opportunity to analyze argumentation due to
their structured format and quality content. In contrast to flat argumentative structures
[20,18], these platforms provide complex hierarchies of argumentation. In this dialogi-
cal setting, participants dynamically integrate opinions as the discussion progresses over
time. Often, we can observe that arguments in the upper levels of the discussion facili-
tate broader discourse on the general topic, while arguments on the deeper levels present
more specialized argumentation. For instance, a discussion starting with the major claim
”Does God exist?” can evolve from broad philosophical debates to specific (fringe) ar-
gumentation.
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3.1. Collection

For our research, we chose Kialo as the primary source for creating a large-scale argu-
ment graph dataset due to its structured debate format and the availability of discussion-
level metadata. Kialo’s detailed, graph-based model of argumentation facilitates the ex-
tensive analysis of argument relations. Discussions are initiated with a title, a thesis state-
ment that is being discussed, and background information on the topic. The major claim
or thesis statement is the root argument from which users are prompted to select whether
they would like to add a supporting (pro) or attacking (con) argument to a selected exist-
ing argument. Arguments entered into a discussion me be self-contained. Additionally,
duplicate hints are presented to ensure that an argument is only added once to a discus-
sion. Due to moderation capabilities, arguments can be removed, edited, or re-structured
by a selected set of users. When enabled, users can vote on the impact of each argument,
which reflects the argument’s veracity and relevance. From Kialo, we collect and process
6,818 discussion graphs. Table 1 details the distribution of languages among the collected
discussion graphs, which illustrates the predominance of English on the discussion plat-
form. Even though modern multilingual modeling approaches enable reasoning across a
variety of tasks in the presented language set, we concentrate on the English subset of
the collected discussions. This leaves us with 5,687 high-quality discussion graphs for
further analysis.

Table 1. Language distribution of collected discussion graphs.

Language Count Percentage

English 5,687 83.42%
Italian 429 6.29%
Spanish 142 2.08%
French 131 1.92%
German 123 1.80%
Other 306 4.49%
Y 6,818 100.00%

3.2. Corpus Analysis

From the collected discourse structures, we extract 636,213 individual claims with
725,868 relations, of which 372,501 are supporting, and 353,367 are attacking. Due
to the setup of the platform, there are no neutral relations in the dataset. Subsection
3.3 describes how we construct the missing neutral relations and create the three-class
dataset that enables us to identify whether an argument pair is related (pro or con) or
neutral (non). To illustrate the distribution of topics within the discussion graphs, we uti-
lize a topic modeling strategy based on the discussion graph descriptions. The selected
method [31] implements dimensionality reduction on embedding representations and ap-
plies density-based clustering to identify clusters of density-connected documents and
noise efficiently. With a minimum count of 100 discussion graphs per topic cluster, we
automatically identify the largest clusters that account for 4,669 out of 5,687. The re-
maining discussion graphs were not assigned to density clusters and thus are considered
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noise, which should be interpreted as too distant from other discussions in the semantic
embedding space. Table 2 illustrates the identified clusters described by representative
keywords ranked by count.

Table 2. Topic modeling results of discussion graphs with BERTopic and minimum count of 100.

Count  Topic Clusters

741 Ethics - Law - Society
719 Technology - Science - Al
633 Religion - Philosophy - God

573 Politics - Elections- Democracy
422 Gender - Feminism - Sex - LGBTQ
400 Economics - Capitalism - Politics

399 Entertainment - Sports - Games

310 Climate Change - Environment - Animals
293 Education - School - Programming

179 Social Media - Media - News

3.3. Constructing Neutral Relations

In argument mining settings, we are usually presented with unstructured text and are
tasked with extracting argumentative structures. Thus, defining the task of argumenta-
tive relation classification with binary targets as either support or attack may be overly
restrictive for downstream applications, as the assumption of prior knowledge about ar-
gumentative relevance often does not apply. Introducing a neutral category into the clas-
sification scheme of argument relations can provide a more nuanced understanding of
argument dynamics, recognizing that not all discourse interactions result in clear sup-
portive or contradicting relations. We construct neutral relations by random-sampling
claims of argument pairs that not part of the same discussion graph, assuming these pairs
are unlikely to have a direct argumentative relation. Consequently, we are left with non-
argumentative 362,933 argument pairs. Table 3 describes the final counts of cases per
label. This approach enriches our training data, allowing downstream models to distin-
guish between related (pro and con) and unrelated (non) argument pairs, enhancing the
utility of the model for real-world applications where neutral interactions are common.

Table 3. Distribution of classes

Relation Count  Percentage
Support 372,501 34.21%
Attack 353,367 33.33%
Neutral 362,933 32.45%

Yy 1,088,801 100.00%
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3.4. Elaborating on Argument Relations

In the field of argument mining, we traditionally adopt transformer-based language mod-
els due to their high effectiveness across a variety of tasks and domains [16,32]. How-
ever, these models generally act as black boxes, which poses significant challenges in
terms of interpretability and transparency. In conventional setups, the challenge of iden-
tifying argument relations is often formulated as either a binary or tertiary sequence clas-
sification learning problem. Often, these labels are annotated manually by a group of
annotators where subjective tendencies are present [33], but not well documented during
the annotation process due to resource constraints. To address these limitations, we in-
troduce an elaboration component into our argument relation classification setting. This
innovative approach leverages the generative capabilities of large language models to not
only label the relationship between arguments but also to automatically produce concise,
textual elaborations on why particular relations are assigned to claim and premise argu-
ments. More specifically, with these elaborations, we aim to dissect the underlying argu-
mentative reasoning of each argument pair, offering insights into the synthetic decision-
making process and emulation of human annotation efforts to enhance the transparency
of argument mining systems. Figure 2 illustrates a simplified elaboration example.

University tuition fees
in the UK are too high

! The premise supports the
: T ?  claim, reducing financial
1
|

Education should be constraints on students
free for everybody

Figure 2. Example elaboration (green) about presented claim (blue) and premise (orange).

This methodology serves a general mitigation strategy of the opacity inherent to
standard sequence classification models, allowing experts to understand and trust a
model’s final verdict by providing a parallel layer of observability. For elaborations to
be effective, we utilize the generative capabilities of state-of-the-art LLMs as a function
ela that is only dependent on the classification task description and the label scheme. An
advantage of increasingly large pre-trained LLMs is the option to rely solely on few-shot
inference settings and avoid fine-tuning the weights of the generative model if compu-
tational limitations permit it. In constrained scenarios, it would be feasible to generate
elaborations based on a subset of the original data with an LLM and fine-tune a signif-
icantly smaller LLM based on the synthetic outputs in a knowledge distillation setting
[34]. However, it is important to note that LLMs are inherently stochastic, which means
the generated elaborations might vary even when the same input is provided, potentially
introducing inconsistencies that could complicate transparency efforts. Nonetheless, gen-
erative outputs can be made more deterministic by configuring sampling parameters such
as temperature, top-k, and top-p.

To address the challenge of evaluating the quality of elaborations, we train two par-
allel classification models: an argument-based model model, and an elaboration-based
model model,, both with the same training objective. The argument-based model receives
the claim ¢ and premise p, while the elaboration-based model receives the elaboration on
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the argument pair ela(c, p). This setup allows us to indirectly assess the quality of over
one million elaborations without immediate human annotation, which can be introduced
later on a selected subset of the elaborations.

4. Experimental Setup

This section targets the experimental assessment of the argument relation classification
detection capabilities of benchmark models using the previously introduced KIALO-
PRIME dataset. Our setup describes two models: the argument sequence classification
model model, based on the relations in the dataset and an elaboration sequence classi-
fication model model, that classifies synthetic elaborations on the argumentative inter-
action. Both models are evaluated under fixed conditions to ensure a fair performance
comparison. Additionally, we evaluate how well each classification model can generalize
during training over two variations.

4.1. Sequence Classification

The sequence classification models for both model, (using arguments as input) and
model, (using elaborations as input) utilize the DeBERTa base architecture. In the argu-
ment sequence classification model, claim-premise pairs from the KIALOPRIME dataset
are formatted as single sequences, with each pair separated by a special token. Both
models are optimized with a learning rate of 3e — 5, using the AdamW optimizer, cross-
entropy loss function, and a batch size of 100. They are trained for 5 epochs on the train-
ing split and evaluated on the validation split after each epoch. The model with the lowest
validation loss is then selected for evaluation on the test split.

4.2. Elaboration Generation

Parallel to the argument sequence classification task, the elaboration sequence classifi-
cation model is fed synthetic elaborations based on the argument pairs. The elaborations
are generated by Mixtral 8x7B [35], an open-source mixture of experts LLM, served with
vLLM [36] for efficient inference. To make the outputs more deterministic, we set the
temperature to 0, enabling greedy sampling, which prioritizes the token with the high-
est probability. Additionally, we used a fixed random seed of 239 to ensure consistency
across runs. The top-k parameter was set to —1 and top-p was set to 1, ensuring that all
available tokens are considered without restricting the token pool. The generative model
assesses the relationship between claims and premises while providing insights through
elaborations on the argumentative interactions. This process operates in a few-shot set-
ting to avoid extensive fine-tuning on our domain-specific dataset. The prompt includes
a task description, static examples for each label (few-shot), and elaboration instructions.
Generating these elaborations is computationally intensive, requiring four H100 GPUs
and taking 12 hours to process over one million data points from the KIALOPRIME
dataset.
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4.3. Robustness

To assess the robustness of our models, specifically their ability to handle new contexts,
we employ two distinct training split variations within the KIALOPRIME dataset. The
first approach, referred to as cross involves distributing arguments of each discussion
graph across the training, validation, and test sets. This method aims to ensure that all as-
pects of the dataset are represented in each phase of model training, providing a compre-
hensive exposure to the data’s variability. In contrast, the second method, named within
allocates entire discussion graphs to one of the training, validation, or test sets. This strat-
egy is designed to minimize the leakage of discussion context information between splits
and to more accurately gauge the dataset’s representativeness and the models’ ability to
generalize. This approach tests the models’ effectiveness in recognizing and adapting to
entirely new contexts, as opposed to merely recalling specific discussion elements. The
presented variations do not leak information about a specific pair of arguments and their
relation.

Models are rigorously evaluated using a suite of standard performance metrics,
which include cross-entropy loss (L), accuracy (A), Fl-score macro (F1), precision (P),
recall (R), and the Matthews correlation coefficient (MCC). These metrics allow us to
quantitatively measure the models’ performance and their ability to generalize across
dataset variations.

5. Results and Discussion

Our experimental design evaluates the effectiveness of two distinct models for classify-
ing argument relationships within the KIALOPRIME dataset: a traditional sequence clas-
sification model based on the directly presented arguments and an alternative sequence
classification model based on the presented innovative elaboration component. In the fol-
lowing, we discuss the performance of these models and the implications of incorporat-
ing the elaboration component in our approach.

5.1. Text Statistics

Table 4 provides an initial comparison between the data based on the original arguments
and the generated elaboration, which might provide hints about how much a model can
learn from the presented information. Due to computational constraints, we generated
elaborations with the cue to write as few sentences as necessary for describing the argu-
mentative interaction. We observe that the distribution of token length averages is lower
for the elaboration split, suggesting they are generally more concise, focusing on ex-
plaining the central points. The higher minimum and maximum values suggest that there
is a required minimal length to elaborate on the interaction of two arguments, even if
these two arguments are only of limited length. The total token counts highlight a sub-
stantial text volume in each split, with arguments having a significantly larger corpus.
This analysis reveals the structural differences between argumentative and explanatory
texts regarding token distribution.
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Table 4. Text statistic comparison based on DeBERTa tokenization

Statistic Arguments  Elaboration
Mean Length 80.39 55.82
Minimum Length 3 10
Maximum Length 774 998
Median Length 62.0 53.0
Total Count 97,724,916 67,858,964

5.2. Classification Results

Table 5 presents the classification results of both modeling approaches. They indicate
robust performance in both training splits, with a slight advantage in the cross-discussion
setting. The argument sequence classification model achieved an F1 of 0.908 and an
MCC of 0.864 in the cross-discussion setup, compared to 0.899 F1 and an MCC of 0.851
within discussions. These metrics suggest that the model is capable of generalizing well
within and across the discussions in the dataset. The elaboration sequence classification
model displays a similar pattern of results. This model achieved an F1 of 0.843 and an
MCC of 0.765 within discussions and 0.841 F1 with an MCC of 0.764 in cross-discussion
evaluations. The slightly lower performance of the elaboration model may be attributed
towards our approach of making the generated elaborations more deterministic by set-
ting the sampling parameters, such as a temperature, to 0. While these settings ensure
reproducibility and consistency, they also limit the model’s creativity and ability to ex-
plore diverse reasoning paths. Introducing more randomness into the generation process
might enhance the model’s ability to produce richer, more varied elaborations, poten-
tially improving its performance. However, this comes at the cost of making the results
less reproducible, more complicated to analyze, and even more prone to hallucination.

Table 5. Results of Argument Relation Classification

Classification ~ Context L A F1 P R MCC

Argument Within ~ 0.407 0901 0.899 0900 0901 0.851
Cross 0.398 0910 0908 0910 0910 0.864
Elaboration Within ~ 0.616 0.843 0.840 0.841 0.843 0.765
Cross 0.658 0.842 0.841 0.844 0.842 0.764

5.3. Analysis of Elaboration Impact

We utilize generative reasoning to provide transparency for each relation classification
decision, aiming closely at how human reasoning over argumentative structures. This ap-
proach targets the enhancement of understanding and trust by enabling users to analyze
algorithmic decisions through textual elaborations. As the results show a slight decrease
in quantitative performance metrics, we performed an explorative case analysis on the
elaborations. Out of the generated elaborations, we selected a nuanced example in Figure
3 to highlight a common issue. In this instance, the model identified a neutral relation-
ship between the claim and the premise. However, the participant is likely attacking a
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claim that is not being made here, by equating meat with higher protein intake and argu-
ing for the health benefits of a high-protein diet. This overlooks the fact that the original
claim specifically targets the health effects of red meat, not protein-based diets in gen-
eral. The generative model detects that the user is not addressing the original claim and
thus assigns a neutral relation. This example underscores a key area for improvement: the
model’s ability to recognize flawed arguments and elaborate on implicit argumentative
aspects. Enhancing the model to better capture these subtleties, potentially through im-
proved prompt engineering and fine-tuning, could significantly improve its accuracy and
reliability. By addressing these issues, the model can provide more contextually aware
and interpretable decisions and potentially improve the results.

Red meat is bad
for your health.

! Neutral. The premise
! T does not directly address
! I the claim about red meat

A high-protein being bad for one’s health.
diet is healthy.

Figure 3. Selected elaboration assesses a neutral relation, while the ground truth is attack.

5.4. Implications for Argument Mining

The introduction of an elaboration component significantly advances the interpretabil-
ity of argument mining systems, setting a new standard for developing complex systems
where understanding the rationale behind decisions is crucial. Our approach proposes
a dual model framework, with one model for the target objective and another one for
elaborating, to enhance interpretability across various domains. In our experiments, we
evaluated the utility of synthetic elaborations in argumentative interactions, identifying
areas for improvement such as detecting potentially flawed argumentation and enhanc-
ing elaboration quality. The results suggest that synthetic elaborations can offer deeper
insights into argumentative structures, making them valuable as annotation assistance.
Integrating generative models enhances both the practical utility and interpretability of
argument mining systems, ensuring accuracy and transparency. In the legal domain, for
instance, this integration can improve the analysis and interpretation of legal texts by au-
tomatically generating explanations for model decisions. Our research demonstrates the
benefits of generative models, contributing to the development of more sophisticated and
interpretable argument mining systems for complex domains.

6. Conclusion and Future Work

In this study, we introduced KIALOPRIME, a novel large-scale benchmark dataset de-
rived from the structured debates of the Kialo discussion platform. We applied topic mod-
eling to identify a diverse range of topics within the dataset and analyze its characteris-
tics. We formulated a strategy for constructing neutral relations to enable a tertiary clas-
sification problem setting. We demonstrated the utility of the presented dataset by explor-
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ing the concept of synthetic elaborations on argumentative interaction designed to en-
hance the transparency of traditionally more opaque argument mining systems. To gener-
ate these elaborations, we employed the state-of-the-art Mixtral 7x8B mixture of experts
LLM. We implemented and evaluated two benchmark tasks on our dataset: sequence
classification on the arguments themselves and sequence classification on the generated
elaborations. We evaluated the robustness of models trained on this dataset both across
and within discussion graphs, ensuring no overlap of relations between the train, test,
and validation splits. Our findings indicate minimal performance degradation between
these two training setups for both benchmark models, reinforcing the dataset’s value in
capturing a wide range of discussions across various domains and topics. This robustness
underscores KIALOPRIME’s potential as a versatile tool for research and application in
diverse argumentative environments. We identify areas of improvement, such as han-
dling potentially flawed argumentation in online discussions when generating elabora-
tions. Motivated by these findings, we aim to quantify argument quality and integrate this
with generative models into end-to-end argument mining systems. Additionally, there
are many references to external web pages available in the arguments, which we omitted
in the scope of this study. Future work may utilize these references and apply retrieval-
augmented generation to provide more contextualized and informed elaborations when
observing relevant background information. Additionally, we plan to evaluate synthetic
elaborations from a more theoretically-grounded reasoning perspective such as argument
stances [37] and logical mechanisms [38], which we expect to improve the modeling
results significantly. Expanding the use of LLMs to encompass both classification and
generative tasks within this dataset will also be a key focus on our argument mining
efforts.
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